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Protocol-Aided Channel Equalization in
Wireless ATM
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Abstraet—In this paper, we study the equalization problem
fn lime-division-muliple-aceess wireless asynchronouws iransfer
made (ATM) systems. Aiming at minimizing the overhead asso-
ciated with cqualization, we propose 2 protocol-aided channel
equalization (PACE) approach for wireless ATM. Specifically,
the medium aceess control (MAC) and data link control (DI.C)
protocols are exploited to provide known ATM cell headers to the
receiver at the base station. A Mlind channel estimation-decision
{eedhack cqualizer (BCE-DFT) algorithm is developed for uplink
data transmissions. There are two advantages of the BCE-DITE
algorithm: the elimination of training symbols for uplink data
hursts and the removal of channel estimation error propagation
sillered by conventional block equalization schemes. Simuolation
resnlts show BCE-DTE has vobust performanee for wireless ATM
uplink data transmissions over fast time-varying chammels.

Index Terms—Adaptive equalizers, asynchronous  transfer
mode, Mind cqualizers, wiveless ATM, wireless LAN,

I, INTRODUCTION

IRCLESS asynchronous fransfer mode (ATM) is a
promising candidate [23] for broadband integrated
services wireless networks. Major advantages of wireless ATM
include 1) Quality of Services (QoS)-based multimedia services
for mobile users and 2) seamless conneclivity with wireline
ATM networks, However, Lhe design ol wircless ATM networks
faces many lechnical chiallenges. One important issue of the
physical layer design in wircless ATM is how to overcome
fime-varying multipath impairments of radio channels. n this
paper, we consider time-division-multiple-access  (TDMA)
syslems wilh lincar modulation techniques such as QAM
and PSK, and address the equalization problem. Discussions
about systems using spread spectrum or orthogonal frequency
division multiplexing (OFDM) can be Tound in [4], [6], [23].
With pogsible maximum channel dispersion of 20 us for out-
door environmenl, and with a high data rate {eflcctive data rate
of 25 Mb/s, gross data rate can be higher depending on physicat
overhead and coding), wireless ATM networks will have severe
inter-syinbaol-interlerence {1ST) on radio links [10], [15], [25].
Thereflore, cqualization is necessary. In addition, wireless ATM
is a multiuser packet system; different users send their data in
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short bursts over radio lnks, Thus, equalizers at the base stations
will have (o deal with shorl data bursts (vomn dilferent sources.

Referred to as training-based methods, convenlional equal-
fration technigues usually require lraining to learn the channel
during which known symbols are transiitied. Tn wircless ATM,
especially for the uplink, every burst goes through a different
channel. "Thus, if training-hased equalization methods are used,
gvery burst in principle bas to carry training symbaols. The
number of training symbols required depends on the channel
impulse response, the equalizer structure, and the equalization
algorithm, For example, according to [61, i LMS algorithm
is used in training-based methods, a one-hall’ o five ATM
cell long preamble needs to be transmitted for one training
process. If we consider fast time-varying channels, more than
one fraining may be neeessacy within a single data burst. Given
a fixed system bandwidth, these training symbols greatly aifect
the bandwidth etficiency. The challenge for training-based
cqualizations in wireless ATM is to minimize the namber of
training symbols, There are ongomyg rescarch activities in this
divection |5], [14]. An alternaiive o tenining-based methods
is blind cqualization which eliminates iraining. Studies of -
applying the Constant Modulus Algorithm (CMA) to short
packet wircless systems have been reported in the literatore
[17].

Aiming at minimizing the overhead associated witlh equal-
ization, we propose a prolocol-wided channel equalization
(PACLY approach for wircless ATM, Besides ulilizing unknown
data in blind chamiel cstimation, we cxploit wircless ATM
protocol information to improve the equalization perforimance.
Specilically, medium access control (MAC) and data link
cantrol (DLC) prrotocols are exploited to provide known ATM
cell headers in uplink data bursts. A new algorithm based
on blind channel estimation and the knowledge of ATM cell
header is developed to provide robust performance lfor data
bursts transmission over fast fading channels without training.

The paper is organized as follows: Seetion 11 presents Le pro-
tocol-aided equalization approacl; Section NI develops a new
algorithm based on the approach; Scetion 1V gives simulation
resulls and discussions.

1L PrOTOCOL-AINDED CHANNEL HDUALIZATION (PACT)
APPROACH

In this sectiom, we present the PACE approach, First, we de-
scribe briclly the frame structure and the protocol which will be
taken advantage of in the PACE approach. Then we explain how
to exploil the protocol inlormation for equalization.
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A Prame Structure and MAC Protocol in Wirefess ATM

Currently there is no standard for wireless ATM. We de-
serthe the frame stractare and MAC protocol baged on NHCs
WAFMncl protolype [22]. Other prototypes [8], [(L], [20],
|21, may have snuall variations.

As a TDMA/TDD {time division duplexing) system,
WATMnet transinits ATM cells in time slois over radio links
with cach tme slot carrying one ATM cell (ATM data and
control cells have dilferent size, thus time stots {or data and
control cells alsa have dillerent si2¢). Time slots are Tormed
into frames aceording (o the MAC protocol. LFig. 1 shows a
MAC frame lormal of WATMnet. We can sce cach MAC frame
has two periods: downlink and uplink. During ihe downlink
period, control and data cells from the Base Siation (BS)
are broadeasted in a single burst. During the uplink period,
dilferent mobile users transmit their data and condrol bursts in
the Mohile-to-Base station (V- -BY data and control subfirames
vespectively and there is guard time between different user”
bursts,

The MAC protocol in wireless ATM is respoensible {or as-
signing time slots to different virtual connections (VC) so that
their QoS requircments ate satisfied and the bandwidth elfi-
ciency is maximized. Sinee ATM supports trallics with dilterent
characteristics, such as constant bit rate (CBR), variable bit rate
(YBR), unspecified bit rale (LB R), and available bit rate (ABR),
dentand-assignment type of MACs are wore efficient. T Fact
most proposed MAC’s for wircless ATM in the literature are
demand-assignment based [R], [16], T18], 120], [22]. T such
MACs, the BS plays the role of assigning time slots. The most
important criterion of assigning Linw slots 18 to satisfy cvery
active VC’s QoS requirements, Therelore, time slots are us-
signed per VO basis. Usually every active Vs (JoS require-
ments have been obtained by the BS Irom the call setup process
because ATM is a connection-oriented network, In WATMnet's
example [ 18], for the downlink transmission, the RS can arrange

Lime slots so that each downlink VC's QoS is met. For [he up-
link transmission, cach mobile which wants to transmil cells
for its uplink Vs has to reserve time slots by cither sending
a control cell to the BS during rhe coreent uplink M—03 con-
ol sublrame in a contention made, or pigpybacking the reser-
vation in current uplink data cell transmissions, The BS will
schedule the uplink time slot for all requesting mobiles, Laking
inter account their VO8* QoS reguirements wnd the available
bandwidth. Then, during the downlink Base station-to-Maobile
(13-M} contirol subirame of the next Trame, the BS broadeasts
time slot assignments For the uplink period of that frone. Mo-
biles will transmit data cells in designated uplink time slots,
Time slots Ffor the same mobile's VC's are often grouped into a
burst ay shown in Vig, 1. Howcever, (e uplink M-8 control sub-
(rame slots are not controlled by the B, (hey are randomly ac-
cessed by all mobiles ina contention mode (e.g,, Slotled Aloha).

Note in Tig. [, the shaded areas are preqimbles thal can be used
by cqualization. In Fact, it s suggested in [22] thal a training-
bascd decision leedback equalizer (DI} was used with 18-27
bytes long preambles.

8 Fxploitation of Wireless AYM Protocol Information jor
Faualization

Because the similarily between the downlink cqualization
problem and the traditional single user trunsmission systent
cqualization problem, we shall not consider the downlink
cqualization in this paper. Again we use WATMnel prototype
1221 as an exaunple Tor the following discussion,

On the uplink, there are two kinds of bursts; control and data,
One data burst can have varying size, rom one ATM data cell
(standard ATM datu cell is 53 byles long) 1o several data cells,
Control bursts have the same size: ong ATM conlrol cell (in
WATMnel, oue control cell is 8 bytes long). Since control cells
arc shorl und they are critical to network operation, training-
based equalization techniques are more appropriate. Next we
will Focus an equalization preblems in the uplink.

Our objective is to achieve pood cqualization performance
wilhoul transmitting training symbols for the uplink data
bursts, For last time-varying channels, one challenge Tor
equalizer design is channel iracking., An elfective way of
data transmission ig 1o use the so-culled block structure in
which unknown data and known symbal blocks ure transmiited
alternalively. Lissentially, the onknown data blocks are designed
small cnough so that the channel can be assumed unchanged
during one data Llock. The known symbol blocks inserted
between unknown data blocks can be used as iraining symbaols
for channel vacking and unknown data block detection. lor
cxample, block transmission structure has been successlully
applied in high frequency (1117 modem design [1]. Bul the
hlock structure requires training symbols between adjacent data
blocks. I we want to eliminale lraining symbols but keep the
benefit of the block siructure, we need o exploit other seurce
ol inflormation so that the receiver can know some symbaols in
a data burst. Note that for cells itom the same YO e ATM,
the cell headers remain the same or change in a predetermined
way. Il the reeeiver can know cell headers of a data burst, the
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data burst can be converted into a block structure with each
cell's header as the known symbol block and the rest ol the cell
ag the unknown data hlock, Fig, 2 illustrates such a converted
block structure.

Cun cell headers be known 1o BBS's receiver so that they can
he taken advantage of 1n equalization? To answer this question,
we lirst show that it is necessary to include a properly designed
header in a wireless ATM cell. Then we explain how Lo exploil
the MAC and DLC protocols to make cell headers known to the
BS's receiver.

A WATMnet's data cell format is shown in Fig, 3. 1t has
lwo nain components: header and payload. The payload pact
is the aclual information the cell carries. The header part in
wireless ATM can be broken into wircless header and orig-
inal AT cell header {possibly compressed). [n WATMnet's ex-
ample, the wireless header is two hytes long and contains a se-
quenee nunber field and mobility Geld [23]. The oviginal ATM
cell header is eonnpressed into a 12-bits-long virtual connection
identitier {VCL) ficld and some control fields such as pay load
type (PLT), cell loss priotity (CLP), and general tlow control
(GI:C), There i8 a header error control {HEC) field in the header
which is a cyclic redundancy check {CRC) coding for the whole
header,

Cell 2

User K™y barst

Cell M
User p’s
hursi

Tn order to use the cell headers for equalization, they must be
transmitted in dato bursts. This is indeed the case in most wire-
less ATM proposals. Although transmitting cell headers can do-
crease bandwidth elficiency, there are several reasons that mike
their transmission necessary, Fivst, wireless header part is neces-
sary for network operation. "I'he sequence number lield is neees-
sary for the data link control (1D1.C) to track the erroncous cells
and perform selective automatic repeat request (ARQ)Y and the
mobility lields are needed for network mobility management.
Second, keeping the eriginal AUM cell header can simplily the
cell format conversion at both the BS and maobiles. Thivd, the
VC identification field {e.g., VCT icld in WATMnet's format} in
a header can he used to identify a BS in mobile initiated hand-
offs in Virtual Connection "I'ree architecture [2]. Last, keeping
the V(! identitication field in the header can improve network
robustness againsi eell loss and cell misinsertion. For example,
il the base station is expecting a cell of VO 5 from 4 mobile, but
due to the control cell exchange error between the mobile and
the base station, the mohile actually transmits a cell of VC 6,
Witheut the VO identification Neld in the header, the base sta-
tion will assume the cell is for VO 5. The result will be VO 6
loses one cell and VC 5 receives a misinserted cell, Therelore,
it is necessary to transmit wircless header part and at least a VC
identification field in wireless ATM,

Now we cxplain what part of cell headers can he known 1o
the BS's receiver and why, Recall that for the MAC prolocol
deseribed in Section H-A, the B8 assigns time slots on the per
VYV basis for uplinks. In other words, the RS knows whichuplink
time slot carrics which VC's cell, c.g., VCI ficlds of cach uplink
data cell is known fo the BS. Once the VOI field of a cell is
identified, the Type field can be known inmediately because the
MAC at the base station has the QoS information ineluding Type
of cach VC. The PLI Reld ig always the same (000) for data cells
[27]. 'The GIL Tield hag not been delined yet, we can assume it
is known, The sequence number ficld can also be oblained by
cxploiting the DLC protocol, Tn wircless ATM, there is a DLC
process running For cach active VC to keep Irack ol crroncous
cells, the receiver at ihe hase station can consult a particular
V('s DLC process 1o obtain the eurrent cell sequence nnmber
for that VC's cells. The HEC field is not known if the rest of the
header is not completely known.

Therelore, if the BS's MAC and 1DLC can pass necessary in-
tormation to the receiver, the header or at least major part of the
header of uptink data cells can be known to the B8's reegiver and
the uplink data bursts ean be converted o e block structure
shown in Tig. 2,
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1ML ALGORITIM DUEVELOPMENT

In this scction. we shall develop an algorithm based on the
converied block strueture of uplink data burses with the payload
purl of a cell as the unknown data block and the known header
part of a cell as the known symbol block., We consider time-
varying channels that can change during a dala burst and there
is no training symbols for each data burst. We first examine
an existing block channel equalization algorithm and point out
problems if this algarithm is applicd w wireless ATM. Tlien we
develop a new algorithm by circumventing these problems.

A, Algorithim Schematic

1) A Conventionat Block Keualization Algorithm: Consider
applying a widely used block equalization algorithn [13] to
witcless ATM uplimk data bursts. The algorithim schematic is
shown in the left side of Fig. 4, With an initial channel esti-
mate & which is obtained cither Trom the previous cell or from
trnining, ihe tentative deteclion & can be obtained by an equal-
ization scheme like decision feedbuck equatizer (DIE). The de-
teeted symbols & is then used to reestimate the channel 1o oh-
tain the updated channel estimate fi, which is used to produce
the final detection 3. At last, the channel is estimated again for
the next cell by using the final decision 5. Known symboals are
used in dilferent detection schemes and the ceestimation ol the
channel, A typical example ol this algorithm schemalic is non-
linear data-direcled cstimator (NI [12] which is used in
HF modems, Usually known symbol blocks are as long as the
channel so that detection for different cells can be separated,
especially 1f decision feed back is used. When known symbol
blocks are shorter than the channel, they are enlarged to the
length of the channel by ncluding adjacent detected symbols
from the previeus unknown dats block [9]. Since detected syin-
hols are utitized in channel estimation, we refer this algoritnn as
decision directed channel estimation (NDDCEY-DIL, Although
DI is shown in the flow diagram, block detection technigues
like NDDE and those studied in [13] are also applicable.

There are two problems associated with DDCE-DFE. One
problem is the channel estimation error propagation which is
caused by Lhe passing of channe! estimation across cells. The
reason is that previous cell's channel estimation may not be ac-
curate due to cither channel variation or deteetion error in the
previeus cell, An inaceurate channel estimate will lead to more
delection crror in the eurrent cell, and a worse channel estimate
lor the neat cell, thus even more detection errors Tor the next
cell. This cycle of channel estimation error and symbol detec-
tion error can last a large number of cells. Another problem is
how to provide the initial chanoel estimation for the first cell in
a burst since there is no training symbals belore each buest and
it is not possible w pass channel estimation across bursls.

2) Blind Channel FEstimation-DFE Algorittun: Motivated
by DDCE-DEE algorithm, we propose the Blind Channel
Listimation (BCT)-DET algorithm for wireless ATM. There are
several reasons BCE is necessary, Liven il the BS's receiver
can know cell headers, these known symbols alone are not
enongh as training. For example, suppose the whole header
of 6 bytes is known, if a [6QAM modulation is uscd, the
known header is anly 12 synbols long. [t is impassible to

i rall 4

L on |

aymbol satimates
— =

symbol eslimntes
S H

eelli+1 celli+1

Fig, 4. Left: DDCE-DITL Right: RCE-DEL,

identify channels longer than 12 symbaols, (Detailed results
about channel identification conditions with known headers in
wireless ATM can be found in [25].) Another reason is that
hy applying BCE to every cell in 2 burst, the inilial channel
cstimation only relies on the current cell, thus the two problems
associated with DIXCE-DEE can be avoided.

‘The BCE-DFE algorithm flow diagram is shown in the
right side of Fig. 4. The most important ditfercnce beiween
DDCE-DFE and BCE-DIE js how the imitial channel estima-
tion is abtained. In DDCLE-DFLE, the mitial channel estimate
is obtained from previous cell's ¢hannel estimation or from
ihe training symbols before the ¢ell. In BCE-INFE, the initiat
channel estimate is oblained dlindly tfrom the current cell, With
the blind channel estimale /i, we can apply the same iterative
process as in DDCY-DEE 1o pet the final detection &, Tlow-
ever, because of the nuroduction of blind channel estimator,
BCLH-DLLE will have higher computation cost than DDCL-DEE.

Next, we will explain the blind channel estimator used in
BCI-DELR. Other techniques invelved in the algorithim such as
DUR are lairly stondard and will not be discussed, Then we will
discuss how header information is ulilized in the BCE-DEL al-
gorithm and some implenientation issues in the context of wire-
less ATM.

B. Blind Channel Iistimation

As discussed before, the smallest possible data burst is a
single ATM cell, therefore, the blind channel estimator shoutd
have finite smmple convergence properly, i.c., the channel can
be perfectly estimaled rom [inite sample of reeeived data
without noise. A survey of blind chiannel estimation algorithins
can be Tound in |26]. In this paper, a least square based blind
channel estimator [29] is used in BCE-DFE.

I} The Model: Within the period ol time of a cell, we as-
sume the channel is lime-invariant. The contimious time base-
band model is given by

() = D snhe(t — KUY+ no(D) (1

&
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where
.Y received baseband signal;
St information symbol sequence;
T symbal period;
he(f)  (continuous-time) channel impulse response that in-

cludes the shaping filter at the transmitter, the impulse
response of the propagation channel, and the receiver
ltont-end ftilter;

ita(£)  udditive noise.

Ry sampling #.(4) at a rate of 2/, we obiain a discrele-lime
equivilent two-subchannel model shown in Fig. 5 where hﬁcl}
and h.f] are even and odd samples of A.(f), respectively [26].
Similarly, y}\‘l) and ;a;}E__H), 'H.L andd ni we even and odd samples
al 3.(0) and «i,. (1), The discrete time baseband maodel for a sub-
channel is given by

1
;f;ﬁ;” = Z fﬁ,f"'}sk_ i+ 'u,(k:"), i=12 (2)
il
where ykf’l) and 'n.f ) are the received (noisy) signal and noisc of
Jfth subchannel, and 1. is the channel order.

2} Least Square Blind Channel lstimator: The basic idea
of lease square blind channel estimator is to exploit the multi-
channel structure, Tgnore the neise first. The output of the two
subchannels ;z:i,l) an(l;z:gz} are aclually driven by the same input
44, hence they arc correlated, Considering ihe model shown in
['ig. &, lollowing {29], we have

:c}(h,l) = & h.il)
"‘"",E.:?) — 8y, k f.’.E?) {3}
where * denctes convelution,
Then,
:r:f) % h,gclj = (4, * ,':.E_z)) # hg_l)
(g w2y b
= :t.'al) * hf). 1G]
Therefore, we have
.'r:iz) s h.il) — .'f,'f\_l} # h.g_z) =0, (3)

Afler we colleet £ samples, we can write (3) into matrix form
as

. h* .
X1 —X] [m} = §(X)h =0 ©)
whete X;, ' and (X)) are defined as the following:
:::'S,;') .‘r:gil e rr:[(]":)
X, — ”:.{f:)l 1 .’!.‘Efj R {Hi‘!]
RO () (0
"’*1:_’ 1 TR T 1
h,gf)
) ‘[‘(?f)
hi ’f P 1,2

u

m
A1) O]
W L
] i
e
L] @ Ty
k (2
Yr
Fig, 5, Muoltichannel model.
-~
. h}:) = g
Sk -k < 0
2 (1
e Al
T
Fiz 6. LS biind channel estimation.
. h?
HX) =Xy -Xz), h- (1:1)' %)

I has been shown in [29] that when (wo subchanacls arc co-
prime, ic., h'(z) and h?(z) share no common roots, and the
information source s, satisfies some constraints on lincar coni-
plexity, (X} has a one-dimention null space. Thus the channel
h can be identitied up to & scalar by finding a vector in the null
gpace of $(X).

When there is noise, the received data are _1;;[:). Similarly, we
can construct matrices Y, Yo, and ¢(Y) from 'ygf) as in the
noiseless case, A simple way to eslimate the chammel is by min-
imizing the lollowing least squarce cost

h = arg min |$(Y)h|? = arg min h¥Qh (8

[Ia]|=1 ITil=t
where € = % (Y)@h(Y) and I is subject to the nontrivial con-
steaint |[T| = 1. 1o fact, the solution of this minimization is just
the eigenvector corresponding to the smallest eignevalue of Q.

C. Utilization of Cell Header Inforination in BCH-DFE

Known cell header information is utilized in detection and
channel reestimation in BCLE-DETE, Since ihe blind channel esli-
matar does not require the knowledge of input signal, header in-
formation 1s not used, TTowever, header information plays an im-
portant role of separating detection of a cell from adjacent cells.
Tn other words, the (known) header blocks the detection error
propagation across cells. Because DFF is used, the detection of
the first symbol of the current cell involves the feedback of de-
tected symbols betore this symbol. With a known cell header
before the first symbol in a cell, the header can be used as the
feedback for the first symbol, There are two cases: 1) header
length is equal to or longer than the feedhack filter lenglh and
2) header length is shorter than the feedback filter length. For
the (irst case, since the header is known, the feedback for the
tirst symbol is always correct, therefore deteeted symbols of the
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previous cell will not be included in the feedbuck Tor the detee-
tion of symbols in the current cell, dotection crrors are totally
blocked across cells, For the second case, when the cell is not
the first cell in a data burst, some detected symbols from ihe pre-
vious cell are nsed together with the header as the feedback Tor
the first symbol in the eurrent eell; when the cellis the firstcell in
adata burst, guard time (the period of time between two different
mobile user's data bursts when no mobtle transmits data) is wsed
together with the header as the feedback equivalent 1o padding
zeros belore the header). Therelore, delection ervors are not lo-
tally blocked across cells. Vig. 7 illustratos the header utilization
in detection, O course, headers are used in the channel reesti-
matton phase of the BCI-DEL algorithm as part of the whole
cell,

. haplementation fssues

Now we discuss some implementation issucs ol the
BCI-DI algorithim,

Iy The Liilization of Channel Basis in BCE: 'The oplimiza-
tion in (8) requires the matcix Q@ have one-dimensional null

{arrent Celi

FFirst celi ana data burst

space. However, 1L is often not the case in practical conmmunica-
tion problems, [n order 1o nchieve channe! identifiability, more
information about the channel is needed. We apply the idea of
“channel basis,” i.e., we (ind a subspace in which the channel
tes and idendily the channel from the intersection between the
channel basis subspace and the null space of Q. Vig, 8 illus-
irales the geometric interpretation of this idea, R{Q) and A(Q)
are the range space and nulf space of Q respectively, 3 is the
channel basis subspace., The lelt side of Fig. 8 corresponds (o
the scenario that A(C}) is one dimension and the channel can
be identificd. On ihe right side is the scenario where A{QQ) has
two dimensions, with the help of basis subspace £, the intersec-
tion of AT{Q) and B can still identily the channel. Detail dis-
cussions aboul channel basis can be Found in | 19] and [30].. In
Appendix A, we deseribe how Lo construct such a channel basis
for multipath chaimels in wireless ATM networks,

Therefore, with a proper channel basis subspace B, we can
represeit the channel as b — Bg where g is the cocflicient
veelor for 1 in the basis subspace B, As aresult, we can estimate
the channel by estimating the coclficient vector g

£ — arg min e BQB6y ©)
[|eh|=1
h = Bg. (10)

Another advantage ol doing this optimization is thal we can re-
duce complexity since the dimension of g is usvally smaller than
the dimension of channel . For example, for two-ray channel
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SMRIndB

lig. 9.

models, the above optimization is reduced to solving (he eigeu-
vectors of a 2 x 2 matrix.

2) PFE Versus Block DFE and Linear Lgnalizers: Tn
RCLE-DEL, we chose a standard DFE as a detection scheme
for a cell, Other block detection schemes like Block IDFE
[13] may have better perlormance than a standard DFE. But
in wircless ATM, applying Block DFE to an ATM cell has
high computation cost. ‘Tlic rcasou is that the size ol an ATM
cell is Tairly large (in our simulation, assuming 8PSK, the
size of a cell is 144 symbols), using Block DELR will involve
solving (he inversion of very large matrices which has high
computation ¢ost, For the fading chamel we are considering,
linear equalizers do not perform well, As a trade off between
performance and complexity, DEL is more apprepriaie.

3) LMS Versus RLS: In BCE-DFE, when we have detected
symhols of a cell, we use LMS 1o estimate the channel. In fact,
hoth LMS and RLS are applicable in BCE-DFE. We choose o
usc LMS is because it is much simpler to implement than RT.S,
although LMS converges slower than R1.8. We compensate this
drawback of LMS by doing muitiple rung of LMS for a cell to
geL a better convergence.

4) Utilization of Coding and Muliiple Buns of Channel Fs-
timadion and Symbol Detection Cycle: Since there are usually
coding for a whole cell, we can take advantage ol this by doing
coding check for the initial detection & 11 it is correet, § will
be used as the {inul detection; if it is not, multiple runs of the
syinbal detection and channel reestimation eyele are performed.
The rationale behind performing multiple such cycle i the tol-

SLER versus SNR for BCH-DIE with differant header length and DDCE-DEE,

towing. For iterative algorithms like BCE-DFE, initial channel
estimation (either obtained blindly or passed from the previous
cell) usually containg some errors, The key for such iterative al-
gorithims to work is that as long as the channel estimatiom error
does not exceed some threshold, most of the detected symbaols
will be correct. For example, even i symbol detection error rate
is 0.1 by using the initial clammel estimate, 90% of the symbol
detections are correct. Thus this detection can be used as training
symbols to estimate channel again and produce a belier chunnel
estimate than the initial one, With an improved channel estima-
tion, beter detections can be produced. Therefore, this iterative
process can improve both channel estimation and symbel detec-
tion. [f the detection using initint channel estimate already con-
taing no error, then there is no need to do this iterative process
because no improvements can be made,

1V. SIMULATION RESULTS

A, Simuiation Setup

{) Channel Model: The channcl model vsed in this paper
is & Lwo-ray multipath fading channel. Assuming the baseband
input and output of the channel are 1, (1) and y, (L), respectively,
we have the [ollowing relation:

(1) = e (B (L — 1) + (D (L — =) +u(fy  (11)
where 7 and 72, reg{£) and cea(4) are delays and gains of cach
cay, «(t) is the additive noise. We assume 7 and 73 do not
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change or change very slowly with respect 1o the data rute such
that we can assume they remain the sume For a data burst, Tiow-
ever, rey{4) and cex(f) are two independent complex Gaussian
random processes with a power spectcum specificd by the Wat-
terson Madel |28 and they can change even within a cell's du-
ration, The testing normalized maximum Boppler {requency is
Fo ! = 2085 1077 s suggested by MIL-STD-188 [ 1| for Wat-
terson Model, 4 is the symbol period. We also assume a squared
root raised cosing filter with roll-ofl factor 0.25 is used at both
the transmitier and receiver, The modulation is 8PSK,

The Wailerson Model is widely used in TIF data commumica-
tions. The main reason we use this model is to tost the BCL-DEL
algorithny in a severe [S1 and fast time-varying enviromnent.

2) Network Testing Parameters: For wircless AUM cells,
we assumne o cell is 56 bytes long with 48 bytes payload and
6 bytes header. The preamble associated with reservation and
contrel messages has length of 192 gymbols as specilied in
MIL-STD- 188, We simulate uplink data transimission and there
is no preamble Tor each data burst. ‘The size of each burst
is L0 cells. Cell header can be known, hall’ known or totally
unknown.

3} DEFE Parameters: The DL used nsimulations is amin-
imum mean-squared error {mmse) finile impulse response (HR)
NEE. Denote the channed lengih as £ symbols long, the for-

ward Nlter leaglh s 34, The feedback filer length is determined
by the delay of the DU {i.c., the symbol index difference be-
tween the output and the nput of the NEI) and the forward lilter
length. Denote the delay as d, forward filter lenglh as Ly, the
{eedback Tilter length Ly can be determined by

Ly — Lyt L -2, (12}

we can find the optimum delay by minimizing the mean-
squaned error {mse) of the output of the DU as analyzed in [3].

R Symbol Ervor Rate Performance Comparison and Header
Loength Effect

We conpare the symbaol error rate (SLRY performance
between BCE-DEL and DDCE-DEE, Taking into account pos-
sible unknown fields in the header, we include three cases for
BCE-DEE; known header length = O symbols, corresponding
to not knowing any header; known header length = 8 symbols,
corresponding to only knowing hall’ of the header; known
header length = 16 symbols, corresponding (o knowing the
whole header. For DDCE-DEL, we consider header = 16
symbols and header = (¢ symbols, The SER versug SNR perfor-
mance is shown in Flg. 9. We can see clearly, no matier how
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long is the known header, the SER performance of BCE-DFER

is better than DDCE-DEL.

For BCE-DFE, w lower SNR, the known header length
does not affect the performance oo much as can be ob-

Unknown Data Index
{h)

Synhol crror versus normalized chaniel estimation error for cell 81 89, (a) DDCH-DVLE, (b BCH-DIE

served from Fig. 9. However, as SNR goes higher, Lhe
header eftect starts o show up in the performance, We
can see that the longer the known header length, the better
the SER performance. [t is interesting to observe that
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lig. 12, Channel estimation ol cell 85, (o) RDDCE-DLL (b ROE-DTAL

BCE-DULL with half of known headers (length of 8) aclu-
ally has just slightly worse performance than with whole
known heuaders (length ol 16). This suggests that BCE-DFE
s not very sensitive lo header length s Tong as known

header is longer than certain threshold which remains te
be investigated. We can alse obscrve that at SNR — 27
dB3, the SER of BCTE-DEC is close to 1073 when header
length 15 16 and 8. Since for 8PSK bit-error rale (BER) is
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Iig. 13, Channel estimation of cell 87, () DPCE-IUIEL (b BCH-DEE,

roughly equal to 1/3 of the SER, the correspoding BIER's As Tor the DDCE-DFE, knowing header does not improve
are below 107" which satisfies MIL-STD-188 RER require-  the performance. The reason is that the channel estimation error
ments tor our testing channel. As suggested in [7|, further  propagation which will be shown soon is so severe, knowing
BER improvements can he obtained hy using Torward  some symnbols can not correct the large amount of errors causcd
Trror Control (14HCY coding, by the poor channe! estimation.
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Fige 14 Channel extimation of cell 8%, (2) PRDCE-DEFLL (DY BCE-DIEE,
C. The Lffect of Channel Extimation Error Propagation of channel estimation error propagation as discussed in Sec-
tion TT-A.
To gain insight inlo the SER behavior of BCE-DIE and Fig, 10 shows symhol error patterns for 1000 eclls. The top

NDCE-DFE shown in Fig. 9, we now investigate the cllect  onc s the pallern of DDCE-DEE, (e sccond one 1s BCH-DEER
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without known hcader, the third one is BCE-DFE with whole
known header, The last one measures channcl variation ! during
each of the 1008 celis, The index in Fig. 10 s in cells.

We can observe that in 11XCE-DEE, errors are in blocks, es-
pecially when channel varies as shown in the channel variation
plot al the bottom of g, 10. Keep in mnind that in our simu-
lation, one data bursts is 10 cells eacly, so the ecror block size
is limited by the length of the actoal data burst, for longer data
burst, the errar block could be longer. While in BCE-DIE, even
without ccll header knowledge, the crrors are isolated. In fact,
we can see that most of the detection ervors happen when there
are severe channel variations for BCL-DELL

To demonstrate the effect of channel estimation error propa-
galion, we now examine one data burst in detail. Tig. 11 shows
the symbol error distribution in the burst of cell 81-89 and
the normalized channel estimation eccor? for these nine cells.
In Fig. |1{a} is DDCE-DEE, i Fig. 11{b) is BCE-DEL, Nole
the index in Tig. 11 is in symbols, one cell has 144 symbals,
l'ram cell 81 (o 86, there is ne big channel variation, thus for
DDCE-DFLE, there is only one symbaol detection errar shown in
the upper symbol ercor distribution plot and the channel estin-
tion error is smadl as shown in the lower plet (the sclid line is
the initiat chaonel estimation error, the dashed one is the channel
estimation error hefore linal detection and the dotted line is the
final channel estimation crror), When the channel starts to vary
trom cell 87 (correspond Lo the channel variation peak hefore
cell index 100 shown in the bottom plot in Fig. 10), the number
of symbaol detection errors in cell 87 starts to increase, thus in
the channel estimation error plot, solid line, dashed line, and
dotted line start to increase. As i result, cell 88 has 4 poor ini-
tial channel estimate, thus moere symbol detection errors oceur
in cell 88 than in 87 and & woerse initial chanuel estimate for cell
89. In cell 89, almost all symbols are wrong as shown in the
upper ptot, all three lines (solid, dashed, and dotted} in channel
estimation crror plot keep increasing. However, for BCE-DEL,
the symboi detection errors remain isolated and the channef ¢s-
timation errors are small even the channel varies after cell 87.

Tigs, 12,13, and 14 show the instantaneous chanmel versus
channe! estimate before detection for cell 85, R7, and 89 for
both DDCLE-DEE and BCTE-DFE. The upper two plots show real
patct ol the channel, and the lower two plows show the imagi-
nacy part. lor cell 85, the channel does not vary too much, for
both algerithms the estimated channels are close to the ingtan-
taneous channel, Fronn cell 87, the channel starts to vary, the
channel estimate of DDCE-DFE For cell 87 deviates [rom the
instantancous channel at some taps, while the channel estimale
of BCE-DFE is close to the instantaneous channel, The channel
cstimation error of DDCE-DFFE becomes significant {or cell 89

Lassime there are A4 samples during o cell at the receiver, 1or every
Hmple. there is a channel vector hid) = [fa(A) ki (k) B (L),
= L,....: M. T is the channel order and ¢ denotes transposition.
We can define 4 mean ehannel vector bk = [Frs m hr]' where
h; ot 1/ Ad L; , fe{de). The chaonel variation for o cell's duration is defined
ST ST =B MY
2lor a cell, there is o chanoel estimate b = [fry fy k] Lor every
sample timne dmim:, the cell period, there is an instantancous chinel b{l) —
[Ralk) I {kY <o B} & =0 Lo M, assuming rotal AT samples pey
cell. The nor mu]nzcd clmnnct C':lll'l'hlllull errar for @ sample time A is defined as

i B (B - B PV k) 7).

n{t)
Sk | y(t)

Ay

p(t) et} O f)

Transmiller Propagation Receiver

shaping fller chunne! frond end filter
Combined Channel
Fig. 18, Comlined channel meodel.

as shown in g, 14, but the channel estimate of BCE-DFE only
has errors on some small taps in ihe imaginary part.

As a result of the different ehannel estimation perfornance,
Figs., 15, 16, and 17 show corresponding cye digrams of these
three cells. Because of the poor channel estimation, it is not
surprising to see DDCE-IE has farge detection creor Tor cell
87 and 89. While for BCI-DEL, the good channel estimation
ensures good detection.

V., CONCLUSION

We have studied the equalization problems in TDMA
wireless ATM systems. Aiming at climinating training symbals
associated with equalizations for uplink data bursts, we exploit
ATM protocol information for equalization, Specifically, MAC
and DLC protocols are exploited (o provide known cell headers
to BS's receiver and cnable us o converl the uplink data burst
into a block transmission structure with payload of a cell as
the unknown data block and header as the known training
hlock. Blind channel estimation is also incorporated into the
protacol-aided approach. A BCL-DEE algorithm is developed
1o take advantage ef the converted block transmission shructure
and blind channel estimation. Vor fast-lacling channels, ihe new
algorithm can overcome the channel estination error propaga-
tion cffect suffered by muny conventional block equalization
schemes. Simulation vesults show thal the BCE-DFE can
achieve good cqualizalion perlormance without transmitling
training symbols lor uplink data bursts.

APPENDEX
CHANNEL BAStS CONSTRUCTION IN WIRKELESS ATV
I[F we assume (he channel is time-invariant during a cell pe-
rind, the baseband multipath channel impulse response can be
described by

1

eft) = Z bt )

i=1

(13)

where vz is the number of rays of the channel, rv; and 7 are
gain and delay of of each ray. Denote p(#) as the transmitted
shaping filter, f{#) as the receiver front end flter, we can have
the combined channcl impulse response as

hU)Zy@)*dU*IU);wJO*Cﬁ)
eripalt — T )i
o)+ 1(0)

pelt) = p{£) (14)
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where + denotes convolution. If input information sequence is
sg, we can have the continuous-time output of the combined
channel

T

y(t) — Z s, Z c;p(t — kT - o) + n(t) (15)
i=1

where T' is symbo] duration and «(#) is additive noise, Fig. 18
depicts such a combined channel model.

Assuming the channel spreads £ symbol intervals and the re-
cciver sample with arate 1 / 1’ we have the discrete-time channel
impulse respense

h = Bg (16)
where
(fm
h,]_
h = .
hy,
pel{—T1) Pel—72) Pe{—7m)
B pe(T — 71} Pl — 72} P(T — i)
pC(L!, - Tl) p{'(LT - T:Z) _‘P(:(LI‘ - Tm)
and
an
n
g =
ik

For a time-varying multipath channcl, rt; cay vary dramati-
cally even within a cell's duration; but 3, which depends on the
physical prepagation environment, changes slowly comparing
with transmission data rate [30]. Because of the high data rate
of wireless ATM, it is reasonable to assume that r; remains un-
changed during a data burst. Since p.(t) is known, if we are
given 7; andd m, we can construct B, i.e., the channel basis,

In this paper, we assume known e, thus only need to estimate
7; to obtain the basis. Because wireless ATM is a connection-ori-
cnted neiwork, there will be call setup messages exchanged be-
tween the base station and mobiles hefore communication starts.
Maobile users send their setup messages during the uplink con-
trol subframe and these messages carry suificient long pream-
bles which can be used ta estimate ;.

Although basis does not change dramatically, we still need to
update it whenever possible. The source of update comes from
the training symbols associated with the reservation and other
control messages from a mobile, In wircless ATM, a mobile usu-
ally has e send a reservation message to the base station through
the uplink control subframe before it transmits a data burst. Also
from time to time, contrel messages from a mobite are sent to
the base station through the same uplink control subframe. The
receiver at the base station can use the training symbals asso-
ciated with these messages to update the channel basis for that
particular mobile.
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