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Abstract—The problem of sharing multiple primary channels We consider the problem of distributed spectrum sharing
among multiple cognitive users is considered. The occupapc amongk secondary cognitive users who exploit transmission
of each primary channel is modeled by a continuous time on- opportunities individually in anV channel (V > K) wireless

off process with exponentially distributed idle (off) period and " . .
arbitrarily distributed busy (on) period. Each cognitive user network. The cognitive users must discover the transmissio

follows a slotted sensing-before-transmission access poool, with ~ Opportunities and limit their interference within a prebed

the capability of sensing one primary channel in each slot. @ level. The cognitive access of the primary channels iszedli

limit the interference to the primary users, the transmissons via channel sensing. We assume that each cognitive user can
of cognitive users on each channel are subject to a prescrile 4,1y sense one channel at a time, and their sensing may not be
collision constraint. . " . - .

In the absence of sensing error, it is shown that a distribute reliable. Each cognitive user mak_es Its own dgC|§|0n on whic
spectrum sharing scheme with low complexity achieves the channel to sense and transmit without coordination thraugh
throughput region under tight collision constraints. Cogritive  central controller or communications among themselves.
access with sensing error is also investigated and optimal We focus in this paper on the maximum throughput region
transmission policy is obtained for the orthogonalized peiodic  5chjevable by the cognitive users. Devising an optimalisgns

sensing. Packet level simulations are conducted to validatthe and access strateqv requires a iudicious choice of a channel
performance of the spectrum sharing scheme under various gy req ]

channel models as well as perfect and imperfect channel séng. 10 S€nse and a policy to transmit, taking into account that
i . . sensing outcomes may not be reliable. The problem in general
Index terms—Cognitive radio networks, dynamic spectrum ac-

cess, opportunistic multiaccess, constrained POMDP, seng falls in the category of dynam!c programming that, in gehera.
error. does not have tractable solutions. The problem considered i

this paper, however, has the special property that the rectio
. INTRODUCTION of secondary users do not affect the underlying dynamics of
) ) N . primary channels, which makes it possible that simple yet
In a hierarchical cognitive networkl[1], primary usergntimal access policies exist. The throughput region plesi
are licensed to communicate over designated channels. afﬁheoretical limit of the service that can be delivered by
owners of the spectrum, they transmit whenever they hayg multi-channel multiuser cognitive access network. Our

packets in their queues. Secondary or cognitive USers, &falysis of the throughput region also provides insights in
the other hand, have lower access priority. They should ngk effect of unreliable channel sensing.

interfere with primary users’ communications; therefoes c
only transmit in channels and at times when primary usefs Summary of results

are idle. Such transmission opportunities, also referocedst In this paper we obtain the throughput region of the cog-
the “white space” in the channel-time domain, do exist Whe{ltive access network where the primary traffic is modeled
traffic of primary users are bursty. For example, it has begjy 5 continuous time on-off process. We relax the Markovian
demonstrated experimentally that Voice over IP traffic has o assumption on the primary traffic and assume that the busy
90% idle time that could have been exploited by secondapériod may be arbitrarily distributed whereas the idle @eri
users [[2]. has an exponential distribution. We show in Sedfigh IV that u
Hierarchical cognitive networks have potential applieati der tight collision constraints, a simple policy Orthoglired
in network centric military operations. For example, wheperiodic Sensing with Memoryless Access (OPS-MA), first
low priority sensors (secondary users) are deployed alopgbposed in[[B], achieves the maximum throughput region of
with assets with high priority communication needs, cdgeit the multiuser cognitive network. The regime of tight cadis
access by the secondary users is one way to share a com@Wstraints is of particular interest in practice. Thisutes
set of channels without prearranged or rigid allocation @feneralizes that if]4] where the multiuser throughputoegs
network resources. obtained for Markovian primary traffic. The relaxation okth

. . . , exponential assumption of the busy period distributionsdoe
This work is supported in part by the Army Research Office MBRigram t foll directly th h ifl3
under award W911NF-08-1-0238 and by the National Scienaendration not 1oliow directly from the approacn | [ ]

under award CCF 1018115. Next we analyze the effect of channel sensing error. We
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show that, for Markovian primary traffic, if the cognitiveboth channel occupancy models each primary transmission
users employ Orthogonalized Periodic Sensing, the streictprocess is independent of the transmission processes @f oth

of the optimal transmission policy is a threshold policyeSeprimary users.

TheorenfP in SectioflV. This result indicates that Memoryles In the Markovian occupancy model the generator matrix of

Access is no longer optimal if sensing is not perfect. the ith channel is given by
B. Related work Qi = ( NN ) D
One of the earliest approach to medium access in a hi- o Wi =i )]

erarchical cog_nm_ve network is glven_nIII[S]:I[6] based N 2nd the stationary distribution for idle and busy states are
slotted transmission model for both primary users and desin

cognitive user. The primary traffic is a two state Markov chai%lven by vi(0) = pi/(pi + Ai) andwi(1) = Ai/ (i + i),
; . 2 . . where(0 and 1 denote the idle and busy states, respectively.
The optimal sensing policy is shown to be a myopic poli

c )
[Z1, B for independent, identically distributed, and fiively th the general/exponential occupancy model the steadg stat

correlated Markov chains. Sensing error is consideredlin [glstrlbunon Of_ idle and busy states are given by0) and
where the authors establish a separation principée, the vi(1), respectively.

sensing and transmission policies can be designed selgar
without loss of optimality.

Generalizations to the continuous time model for primary The cognitive users adopt a slotted sensing-before-
traffic are in [1I0], [T1], which corresponds to the expotransmission policy with slot lengtfi” in accessing the pri-
nential/exponential traffic model in this paper. Restnigtto mary channels. Each cognitive user senses one out aiNthe
the periodic sensing policy, the authors 6f1[10] formulatehannels in each slot and makes the transmission decision.
a constrained Markov decision process for the single ude®r the channel sensing model we look into both noiseless
problem and obtain the optimal cognitive access policy. Tiafd noisy sensing for the cognitive users. In the noisy sgnsi
PS-MA policy is proposed ir[10] and independentlyin][12]scenario, the sensing error is characterized by two passjet
Itis only recent that the optimality of PS-MA is establishied probability of false alarmP; = P(claim idle | busy and
[M3], [3] for the single (cognitive) user access. Earlier, the probability of miss detection?,, = P(claim busy | idle).
case of single primary channel, Huang, Liu, and Ding deri/d0 communications among the cognitive users to share ob-
the structure of optimal transmission policy assuming gaineservations or decisions are assumed. When a cognitive user
channel occupancy [14]_TIL5]T16]. The optimal transnussi accesses a ceratin channel in glathe cognitive user collects
policy there is related to the policy we obtain for multiunit reward if the channel is idle throughout stand no other
channel multiuser cognitive access with sensing error. @@gnitive users access the same channel.
particular, both transmission policies uses reward-budg®
as a measure of efficient use of the collision budget. Other Performance measure and constraints

related work assuming multiple channels with continuouti 1,0 performance measure used in this paper is throughput,

channel model can be found in[17]. [18]. [19]. . which measures the quantity of service delivered to the cog-
The first multiuser cognitive access policy for multichanng,iiie users. Denote bg;?(’“

: X X . : ) the reward that théth cognitive
continuous time primary traffic appears to hel[20] where tfser collects in slot. The throughput of théth cognitive user

authors propose an ALOHA based policy. The resulting poliqg defined by the infinite horizon average reward,
does not requird’ < N but is in general suboptimal. The

aée:\ Sensing and transmission models

multiuser OPS-MA policy is first proposed inl [3] as a heucisti *) R . (k)

generalization to the multiuser scenario without estabig S = nh_{{,lo E]EZRt ‘

its optimality. The optimality of OPS-MA is shown ir1[4] =1

for Markovian channel occupancy. We relax the MarkoviaTihe throughput vector for thé& cognitive users is given by
assumption used inJ[3]J4] in this paper. J= W, g& gy,

Due to the lack of access priority, the transmissions of the
. cognitive users are subject to collision constraints inggos
A. Traffic models by the primary users. Specifically, the overall collisiousad
We assumeN parallel primary channels indexed byby the K cognitive users to théh primary channel should be
i = 1,...,N and K < N cognitive users indexed by limited below a collision constraint parametgr The collision
k = 1,...,K. Each primary user transmits on its desfor the ith primary user is the fraction of the collided time
ignated channel. Two occupancy models for primary trabut of the total primary transmission time. Specificallye th
fic are considered: (i) the general/exponential occupanagllision for theith primary user is defined to be the fraction
(i) exponential/exponential (Markovian) occupancy. Bgng of the collided slots in the slots fully or partially used bet
eral/exponential occupancy we mean that the busy peripdmary user (due to the continuous time transmission E®ce
length is arbitrarily distributed with mea,m;1 while the idle assumed for the primary users). We use the infinite horizon
period length is exponentially distributed with meap'. In  average collision scaled by the reciprocal of the steady sta

II. NETWORK MODEL
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probability of theith primary user transmitting in a certainwhere the left hand side gives the total collision causecby t
slot, as given below, for the overall collision on chanhel K cognitive users on thé&h channel. Equivalently,

1 E (Z?—1 Lcoliide PU in slott}) K N (1 —v;(0) exp(—\;T))
C;=————— lim = ‘ (k) < T DDA ) A (3
1 —v;(0)e=*T n—oo n ;ﬂl 0 (0)(1 —exp(=NT)) b ®
where1., is the indicator function for event/. Given~y = By Eq. [@) if the kth cognitive user increases its transmis-
(71,-++ ), we impose collision constraints; < 7. sion probability 3", then the other cognitive users need to

decrease their transmission probabilities on ttre primary
. . _ __channel accordingly to limit the total collision. Thereddhere
We present here a simple multiaccess policy for cognitiyg 3 tradeoff between the throughput for different cogeitiv

users. Referred to as the Orthogonalized Periodic Sensthg W;sers. OPS-MA addresses the tradeoff in the following manne
Memoryless Access, OPS-MA is later shown to be optimay specify 3;(k), let 3 = g;a!™ wherea!® > 0 for all i

under tight collision constraints (to be defined later). and &, and Zszl agk) < 1 for all i. The a

OPS-MA has two components: sensing policy and rangg coefficients to guarantee the collision constraints & b
mission policy. The sensing policy is orthogonal and pedod et Each cognitive user transmits less to accommodate othe
Specifically, each cognitive user senses the primary c8nng,gnitive users. Different in OPS-MA would yield different
in an increasing order at the beginning of each slot. Thgynis in the throughput region, corresponding to différen
K cognitive users sense the channels using different Sensiigqtrym sharing among cognitive users. We remark that OPS-
phases. See Fifl 1 for anillustration. Since there are feagr ;5 requires the knowledge of available sensing phases. Such

nitive users than primary channels in the netwalk £ N),  information may be available through a basestation bragtdca
the K cognitive users can be fit i orthogonal sensing 5. o jine learning.

phases and precludes collisions between cognitive usées. T
collision suffered by a primary user is the sum of collisions  IV. THROUGHPUTREGION: NOISELESSSENSING
caused by each individual cognitive user under OPS. For eacly js established in13] that for the single user netwok =
cognitive user, OPS induces independent Markov chains,l)' optimal throughput is achieved by PS-MA (single user
each with state spacg(idle), 1(busy)} and transition matrix OpPS-MA) under tight collision constraints under Markovian
exp(NT'Q;) in the Markovian occupancy model, whef® is  occupancy model with perfect channel sensing, by showing
the generator matrix of théh channel. the throughput of PS-MA matches the optimal throughput of
a clairvoyant setting where the single cognitive user seafle
O Idle sensing for cognitive user @ Busy sensing for cognitive userN channels in each slot. The proof il [3] is long and relies
© Idle sensing for cognitive user 2 Busy sensing for cognitive user @n the Markovian occupancy model. In this paper we obtain
an upper bound in a simpler way and show the optimality
of multiuser OPS-MA for the general/exponential occupancy
model. That is, the optimality of OPS-MA under tight coltisi
constraints only requires the memoryless property of the id
period distribution, as shown in the following theorem.

IIl. OPS-MA: A COGNITIVE ACCESSPoLIcy

(k)s are back-

i

o« L o

Channel 3 |
— Theorem 1. (OPS-MA general/exponential occupancy) Given

[ Primary Users Transmissionszzd Cognitive User 1 Transmissions CO”lSlor? parametey = .(71’ o L IN ), th,e collision constraints
Cognitive User 2 Transmissions /€ defined to be tight ff; <7, for1 <i < N, where

: . : —— - _ v;(0)(1 — exp(—A\;T))
Fig. 1. lllustration of OPS-MA policy. Open circle: cognitive users decide i = . (4)
not to transmit. Filled circle: cognitive users decide to transmit. N(l - vi(O) eXP(—)\z‘T))

Under tight collision constraints, the throughput region f
The transmission policy of OPS-MA is memoryless and caserfect channel sensing is given by

be described as follows, assuming perfect channel senging. % N
theith channel is sensed to be idle by thia cognitive user, o “\T
Iy =Alyrs-yr) Do <Y e M dyiyp > 03,
k=1 =1

the kth cognitive user transmits in the sensed channel with

fixed probabilityﬁi(k), regardless of the previous history. The (5)
ﬁi(k)’s are the design variables for the transmission policy. where

To determine the transmission probabillﬁﬁ/“)’s for given O; = 1 — vi(0) exp(=\iT) (6)
collision parametety, it can be shown followingT13] that we 1 —exp(=AT)
need Proof: See Appendix. [ ]

K The throughput region under tight collision constrainta is
i (0)(1 — exp(=A;T)) S 8% <q; wi, (2) Polytope. Itis the convex hull of the origin and ti#é points
N1 =vi(0)exp(=NT)) =" corresponding to exclusively serving one cognitive user. B
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TheorenflL, a point in the positive orthant is in the throughpwherew = (1 — w; )P, 10 + witPioo, and P; 10, P oo are
region [®) if and only if the total throughput of tHé cognitive the transition probabilities from busy to idle and from idle
users is below the upper bou@fi1 exp(—\iT)¢;v;. This to idle, respectively. We us@ to denote belief as a random
upper bound is a linear combination of the collision cornistra variable and use to denote the realization db. The belief
parameters and comes from the exponential assumption of I!fé) evolves as a Markov chain on state spétd].
idle period distribution. Specifically, if the total throlgut of . .
the K cognitive users from channélis S;, then the collision B. Optimal transmission for OPS
caused on channélis at IeaStcxp(f)\SiéE)lIixvlz((a)kci;)()f)\iT))' For each cognitive user, OPS inducéé independent
To see this, conditioned on an idie sensing result by Markov chains for primary channels. Therefore we can focus
certain cognitive user and that the cognitive user trarssm@in a particular channel in the design of mappingfy..;.
with probability 3, on one hand, if no collision amongAlso OPS precludes the collision among the cognitive users.
cognitive users is involved, then on averagexp(—\;7) Therefore the spectrum sharing can be achieved by spliting
reward will be accrued, on the other hand, if collision amorgpllision budgety; amongK cognitive users. We thus restrict
cognitive users happens, thénreward will be accrued. In to the design of mappingy ; for particular cognitive usek
both cases% amount of collision is incurred and primary channel with collision constraint for cognitive
since the primary user returns within tirdewith probability userk on channeli given by Ci(? < vgk) without loss of
1 —exp(—=\T). generality. We drop the subscriptandi in later development.
This derivation of the upper bound is simpler than th&heorenfP characterizes the threshold structure of thenapti

derivation from the clairvoyant setting and does not reguitransmission.

the Markov property of the channel state process, Theorem 2. (Threshold optimal transmission policy) The op-

The corresponding reward-collision ratio,. g . . R
exp(=AiT)(1=vi(0) exp(=X:T) "ot be viewed as the coefﬁcientﬂme.ll transmission po_ltcy for _Orthogonal:zed Periodic Sieg
is given by a randomized policf* where

. L—exp(—A\T) . -
formalizing the idea that the stricter the collision paréeng

are, the smaller the throughput will be. The reward-callisi 1 w>7"
ratio also provides intuition in imperfect channel sensing fflwy=¢ 1" w=r71" @)
scenario in SectioflV. 0 w<r7*
V. OPSwWITH NOISY SENSING where threshold* and randomization probability* € (0, 1)
In this section we incorporate the sensing error into tife€ chosen to satisfy the collision constraint
network model and design optimal transmission policy for * * * *
an op pened Cr=Q(e>ThH+re=7H=7 ©®

OPS. We focus on the Markovian occupancy model since the
lack of Markov property makes the analysis with sensingrerravhereQ(-) is the long term average distribution of the belief.

difficult. ] .
Proof: See Appendix. [ |
A. Hidden Markov chains and belief vectors The transmission policy in Theordth 2 is a threshold policy

We mention in Sectiofilll that under Orthogonalized Peénw. As in SectiolI¥ we can define the reward-collision ratio
riodic Sensing with perfect sensing, the observed chanténction g(w), and it can be shown thaf(w) is monotone
state for theith channel evolves as a Markov chain witincreasing inw. Therefore larger beliefs indicates more
transition matrix P, = exp(NTQ;). Now if the channel efficient use of the allowed collision, which is also intuéi
sensing is imperfect, the sensing outcome for each channel
becomes a hidden Markov chain. In order for each cognitive
user to transmit optimally, a belief for each primary chdnne [N this section we show the simulation results for throughpu
needs to be maintained and updated. Specifically, the befiggions for the cognitive network with two primary channels
Q;, is the probability for theith channel being idle in slot and two cognitive users. The channel parameters we use are
¢ conditioned on the history. It can be shown tiag, is as follows.u =[1/1,1/1.43|ms™!, A = [1/4.2,1/3.23|ms ™",

a sufficient statistic for optimal decisioi J21]. Thus therélot lengthT = 0.25ms and collision constraint parameters
exists a stationary randomized policy mapping the beligf= [0-04,0.04]. The horizon is taken to be500ms. In the
0, to a probability distribution on the action space. For Anperfect sensing case, we takg = P, = 0.08.

cognitive user on channé| only two actions are available: Fig. [ depicts the throughput regions obtained by packet

to transmit or not to transmit. Therefore we need mappin§a/el simulation. We simulate exponential, Gamma, Weibull
fri + [0,1] — [0,1] from the belief for channel maintained and Pareto distributions for the busy period and for each

by cognitive userk to the transmission probability. distribution we show the theoretically obtained, simuliatéth

The cognitive users update their believes for channgion Perfect sensing and simulated with imperfect sensing tireu

receiving noisy sensing results, according to the Bayes rul PUt regions. It can be seen from FIg. 2 that the throughput
region obtained by simulation with perfect sensing matches

VI. SIMULATION RESULTS

E(I_Prn) i 1 . . . .
Wiy = FAPIET-2)P observe idle n slot the theoretical results, validating that OPS-MA achieves t
’ WM observe busy in slot throughput region with perfect sensing for general busyopler
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(a) Exponential (b) Gamma On the left hand side we interchange the limit and the sum
N
o5y exp( (k)
: lim —E C,
o8 Zl_exp Zmn Z i
§ 02| K n N
g 1 exp(—)\lT) (k)
g0 = lim — EC
£ o ;nﬂoo n ; Zl 1 —exp(=\T) "
0.05| X . I_( 1 ; 1=
° oL Througt?pzul: cul s o4 ot Thrcugr?b%n: culxﬁ'3 o4 = Z hm — Z Eng)
n—oo
(c) Weibull (d) Pareto =1 ni=
Fig. 2. Throughput region. Solid line: theoretical. Square: perfect sens- Therefore N
ing. Circle and dashed line: imperfect sensing. Z J(k) < Z exp(—/\‘T)(b"y-
— 3 KN

distribution. Also we can see that under OPS with imperfeiso note that/*) > 0. Thus the regior{{5) is an upper bound
sensing, the transmission policy we design yields perfogaa Of the throughput region.

close to the upper bound given by perfect sensing setup.  Achievability: We show OPS-MA achieves the regidh (5).
According to OPS MA thekth cognitive user transmits with

probabilityﬁl( ﬁl ) on theith channel upon idle sensing
result where the expressmn of is given in Eq.ICB),ozik) >0
The problem of spectrum sharing in multiuser cognitivéor all i and k, andz,C 1 a(k) <1 for all 7.
access network withk' < N cognitive users sharingv Fix a set Ofoz(k)'s We analyze the throughput vectdr
primary channels with tight collision constraints is cafesed. gchieved by OPS-MA with parametaf )
We characterize the throughput region under tight colisio sjnce the Markov property of the channel occupancy does
constraints for general busy period distribution and shoMyt hold, we view the channel occupancy process as an alter-
that the throughput region is achieved by a low-complexifyating renewal process with two type of periods, idle ang/bus
distributed spectrum sharing scheme. We also incorporgdgfine p;(t) = P(channeli is idle at timet). Alternating
sensing error into the analysis and characterize the optimanewal theorem states that
transmission policy to be a threshold policy with respect to El \l
the channel belief. lim P;(t) = = ———=wv(0). (9
There are several future directions that we wish to pursue, e EI+EB A7+
such as generalizations on the idle period distributionthed ~ The throughput of théth cognitive user under OPS-MA is

VII. CONCLUSIONS

impact of sensing error to other performance mease.g, 1 &
effective bandwidth. JO = gim ~EYTRW
n—oo N j*l
APPENDIX: PROOFS T o®)
- Jliréogzpwm (GT)e™ T Biggr gy
A. Proof of Theorem 1 N
Upper bound: We can assume that cognitive users do not - Z lim 1 Z Pi(jT)e—kiTﬁiaEk)
transmit if their sensing result is busy since the channel i1 T Ty =
sensing results are perfect. Under tight collision coirstsa N n
the achievable total throughput of th& cognitive users - Z lim 1 Z Pi(jT)e*)\iTﬁiagk)
is bounded below by a linear combination of the allowed i T S e N

collisions. Specifically, the collision constraint for thih

o wherei(7) denotes the channel index tli¢h cognitive user
channel is given by

is on at timer. By Eq. [9) we have

K .
g li E i lim — P,(jT) = . 10
1— exp( )\T)nggon Zq < i Jim > UT) = = (10)

k=1 t=1 j=1,7=% mod N
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Therefore where Eq. [(Ib) follows from Eq[114) and Eq_116) follows
1 X from the fact that” < ~ sincef is admissible and’* = v in
JR = ~ Zvi(o)e*“Tﬂiaz(-k) Eq. @).7* in Eq. [@) (threshold o) can be obtained from
i=1 in Eq. (I3) (threshold o (w)) sinceg(-) is monotone. This
N

Z ¢ exp(—NT)yal).
i=1

Eq. (I1) gives a linear relation between the throughput vedi]
tor J = (JU, J@ . . JU)) and OPS-MA parameter'”.
Then apply Farkas lemma to prove that for &py, ..., yx) in
region [3) there exi&ltl(.k) > 0such thaEkK:1 al(.k) < 1forall
i andy, = Zfil eXp(—)\iT)gbiviagk). We omit the detail of [3
the application of Farkas lemma. Combining the upper bound
and the achievability proves Theordin 1. 4]

B. Proof of Theorem 2
By [22, p. 199], under regularity condition,

(11)

(2]

n (5]
1
im — (m) —

lim_ an:lP (wo, E) = Q(wo, E). (12)

where P("™)(wg, E) = P(Q,, € E | w) is the m step

transition probability. Since in this specific belief Marko
chain there is one ergodic sef)(wo, F) = Q(E). Denote
by J the throughput of an arbitrary policy and we have

S Ey(QF(Q) exp(=AT) | wo)
m=1

5 [usiourn

/w exp(—AT) f(w)dQ.

With similarly argument,

C= /(1 —wexp(—=AT)) f(w)dQ.
Defineg(w) = % Note this is the reward-budget
ratio when the belief of channel being idleds Divide [0, 1]
into three disjoint sets{w : g(w) > 7}, {w: g(w) = 7} and
{w: g(w) < 7}. Sincef(-) gives the transmission probability,[14]
0 < f(w) < 1. Therefore [15]

frw) =12 f(w),
fr(w) =0< fw),

(6]
(7]

1 (8]
lim —
n—oo N,

J

El

1
exp(—AT) lim —

n—oo N

[10]

[11]

(13) (12]

if glw)>r7
if glw) <.

[16]

completes the proof of the optimality gf«.
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