
OPTIMAL DESIGN AND PLACEMENT OF PILOT SYMBOLS FOR CHANNEL
ESTIMATION

Min Dong and Lang Tong

School of Electrical Engineering, Cornell University, Ithaca, NY 14853
fmdong,ltongg@ee.cornell.edu

ABSTRACT

The problem of design and placing pilot symbols for the estima-
tion of frequency selective random channels is considered. For
both SISO and MIMO channels, the Cram´er-Rao Bound (CRB) on
the mean square error of channel estimators is derived and mini-
mized with respect to the pilot symbols and their placement. It is
shown that placing pilot symbols, possibly in multiple clusters, in
the middle of the data packet leads to minimum CRB.

1. INTRODUCTION

Channel estimation plays a critical role in packet-switched wire-
less systems where it is often necessary to acquire channel state
for each packet. To facilitate channel estimation and synchroniza-
tion, pilot symbols are usually used. For channels with short co-
herence time, the design of pilot sequence and its placement can
affect significantly the overall performance of the wireless system
[2, 3, 4].

In this paper, we consider the optimal design of pilot symbols
and their placement for channel estimation. Since different mo-
bile users may choose different channel estimators, in searching
for the optimal design of pilot sequence, it is desirable to use a cri-
terion that is independent of specific estimators used by individual
receivers. A natural choice is the CRB on the mean-square error
(MSE), and the objective of the design of pilot sequence can be
formulated as one that minimizes the CRB.

The main contributions of this paper are as follows. For both
single-input and single-output (SISO) and multiple-input multiple-
output (MIMO) finite impulse response (FIR) random channels,
we first obtain the expression of CRB as a function of pilot symbols
and their placement. It is then shown that the CRB is minimized by
placing pilot symbols that satisfy certain orthogonality conditions,
possibly in multiple clusters, in the middle of the packet. While
this confirms the advantage of using the midamble placement as in
GSM, our results also suggest that some other placements are also
optimal. One of such placements is the QPP-� (Quasi Periodic
Placement) scheme that, under mild conditions, was shown to be
optimal for decision feedback equalization (DFE) and also optimal
in terms of maximizing channel capacity [3, 2, 1].

The optimization of pilot symbols and their placement has not
been investigated until recently, although the design of optimal pi-
lot sequence for the conventional training based channel estima-
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tors has been investigated by many [6]. In [7], Negi and Cioffi
presented the optimal design for OFDM systems. Adireddy and
Tong tackled this problem for DFE and for the purpose of maxi-
mizing channel capacity, assuming that the channel is known. Also
related is [5] by de Carvalho and Slock who obtained expressions
of CRB for deterministic channels and examined the placement of
pilot symbols via computer simulations. In their case, no optimal
strategy was found as the CRB for the deterministic channel model
is also a function of the channel coefficient.

2. PROBLEM STATEMENT

2.1. The Channel Model

We first consider the estimation of an SISO linear channel with
random impulse responsehk. Results for MIMO channels are pre-
sented in Sec 6. The system is described by

yk =

LX
i=0

hisk�i + nk; (1)

whereyk is the received signal,nk
i:i:d:
� CN (0; �2n) is an i.i.d.

complex Gaussian noise, and the channel vectorh = [h0; � � � ; hL]
T

consists of zero mean i.i.d. random variableshi
i:i:d:
� p(h). The

input sequencefskg is made of P pilot symbolsfsp[i]g and N

i.i.d. data symbolsfsd[i]g, wheresd[i]
i:i:d:
� p(sd) with zero mean

and variance�2d. The power of the pilot symbols is defined as
�2p = 1

P

PP
i=1 jsp[i]j

2. We further assume that the data, the chan-
nel and noise are jointly independent.

We use the vector channel model for the entire packet cor-
responding toN data symbols andP pilot symbols. Denoting
y = [yN+P�L; � � � ; y1]

T , s = [s1; � � � ; sN+P ]
T , we have the

vector model

y = T (h)s+ n = H(s)h+ n; (2)

whereT (h) is a block Toeplitz matrix generated fromh andH(s)
a Hankel matrix generated from inputs

T (h) =

0
B@
h0 � � � hL

.. .
...

h0 � � � hL

1
CA

(N+P�L)�(N+P )

; (3)

H(s) =

0
BB@

sN+P � � � sN+P�L

sN+P�1 � sN+P�L�1

... �
...

sL+1 � � � s1

1
CCA : (4)



�0 �1 �2 �r

1 2 3 4

s
(1)
p s

(2)
p s

(r)
p

� � �

Fig. 1: A input sequence with multiple clusters

2.2. Pilot Symbol Placement

Consider the placement ofr clusters of pilot symbols as illustrated
in Figure 1, which can be described byP = (�;), where� =
[�0; � � � ; �r] is the cluster location vector and = [1; � � � ; r] the
cluster length vector. For placements starting with pilot symbols,
we have�0 = 1, and those end with pilot symbols,�r = 1.

The data vector can be decomposed into the pilot and data
parts

s = sp + sd (5)

wheresp is obtained by setting the data part ofs to zero. This
introduces a similar decomposition in the data matrix

H(s) = H(sp) +H(sd); (6)

and for convenience, we define their “autocorrelation” matrices as

Rs

�
= HH(s)H(s); Rsp

�
= HH(sp)H(sp): (7)

Note that quantitiessp, sd and their corresponding correlation ma-
trices are functions of placementP.

For training based channel estimation, only those parts of the
observation corresponding to the pilot symbols are used. There-
fore, it is intuitive that all pilot symbols should be grouped into a
single cluster. However, if all observations are used for channel
estimation,i.e., the estimation is semiblind, it is not clear that pilot
symbols should not be placed in multiple clusters. Indeed, the use
of multiple clusters results in simpler design of pilot symbols as
shown in Sec 4 and better detection performance [2].

3. THE CRAM ÉR-RAO BOUND

The CRB is used as a performance measure for the design and
placement of pilot symbols. The CRB on the minimum mean-
square error in estimating a random parameter vector is well known
[8, 9]. The following theorem provides the expression of the CRB
as a function of the pilot symbols and their placement.

Theorem 1 Let � = [sHd ;h
H ]H . Under the assumed model in

Section 2, and regularity conditions [8, 9], the MSE of �̂(y), de-
fined as

M(�̂)
�
= Ef[�̂(y)� �][�̂(y)� �]Hg;

satisfies
M(�̂) � J

�1(P; sp) (8)

with the complex Fisher Information Matrix (FIM)

J(P; sp) =
1

�2n

�
EfHH

d Hdg+ �2sdI 0

0 E(Rs) + �2hI

�
(9)

where Hd is obtained from T (h) by deleting columns correspond-
ing to pilot symbols, �2sd = Ef[ @ ln p(sd)

@sd
]2g and �2h = Ef[ @ ln p(h)

@h
]2g.

Treating sd as the nuisance parameter vector, the complex CRB for
the MSE of channel estimators is given by

M(ĥ) � �
2
n(E(Rs) + �

2
hI)

�1 �
= �(P; sp): (10)

From (9) we note that the FIM for� is block diagonal, and CRBs
for the channel and data symbols are decoupled. Furthermore, the
CRB for channel estimators is channel independent but is a func-
tion of pilot symbolssp and placementP, which makes the mini-
mization of CRB with respect tosb andP channel independent.

The optimal design of pilot symbols and their placement can
now be formulated as findingP� andsp� such that, for allP and
sp satisfying the power constraint,

tr�(P�; sp�) � tr�(P; sp): (11)

4. OPTIMAL DESIGN FOR SISO CHANNELS

We consider the design and placement ofr clusters of pilot sym-
bols as shown in Figure 1. The placement of the clusters is speci-
fied byP = (�;).

Theorem 2 Let �i(�;; sp) be the ith diagonal entry of the CRB
�(P; sp) with P = (�;).

T2.1: For any sp with power �2p and P = (�;) such that �0 �
L+ 1 and �r � L + 2,

�i(�;; sp) = �i(� + e1;; sp) �
�2n

(N � L)�2d + P�2p + �2h
(12)

where e1 is the unit vector with 1 at the first entry and zero else-
where, and the second equality holds iff Rsp = �2pP I.

T2.2: Assume that pilot symbols satisfy, for l = 1; � � � ; L,

1

L� l+ 1

L�l+1X
i=1

jsp[i]j
2 � �

2
d; (13)

1

L� l + 1

L�lX
i=0

jsp[P � i]j2 � �
2
d: (14)

Then

min
�;;sp

�i(�; ; sp) =
�2n

(N � L)�2d + P�2p + �2h
; (15)

and the optimal placement is given by any � such that
�0; �r � L+ 1 and Rsp = P�2pI.

T2.1 indicates that for a certain groups of clusters, all the middle
positions with fixed distances between clusters lead to the same
CRB. If pilot symbols have sufficient power, T2.2 suggests that
placing the clusters all in the middle leads to the lowest CRB. On
the other hand, if the power of the pilot symbols is low, placing the
pilot cluster at the two ends of the packet may have lower CRB.
One such example is given in Sec 7.

It can be shown that there always existssp such that the or-
thogonality condition in (2) holds. However, it is easier to find
pilot symbols with this condition when multiple clusters are used.
An interesting case is the placement using only a single pilot sym-
bol in each cluster,i.e., i = 1. In such a case, pilot symbols
placedL+1 apart and away from the two ends of the packet leads
to the optimal design as shown in the following corollary.

Corollary 1 For any sp with �2p � �2d and any �� such that ��i �
L+ 1,

�i(�
�
;1; sp) = min

�;;sp
�i(�;; sp) (16)

=
�2n

(N � L)�2d + P�2p + �2h
: (17)



5. THE QUASI PERIODIC PLACEMENT

The so-called Quasi Periodic Placement (QPP) [1] is a family of
placement strategy that is shown to be optimal in the sense of max-
imizing mutual information when the channel is known. It is also
optimal in the sense of minimizing average mean square error as-
sociated with transmitted symbol when a decision feedback equal-
izer is used, again, assuming known channel. Theorem 2 indicates
that QPP is also optimal, in some sense, for channel estimation.

The QPP family is divided into different classes on the basis of
the smallest allowable length of any pilot symbol cluster. The class
of schemes for which� is the smallest allowable known symbol
cluster length is denoted as QPP-�.

Definition 1 Given an � and a frame with N unknown symbols
and P known symbols, let J = bP

�
c + 1. A placement scheme

P(�;) belongs to QPP-� if and only if

1. i � �, and
P

i = P ;

2. �i 2 fbNJ c; (b
N
J
c+ 1)g, and

P
�i = N .

In other words, in a QPP-� scheme, the known symbols are divided
into as many clusters as possible under the constraint that each of
them is no less than�, and these clusters are placed such that the
unknown symbol blocks are as “equal” as possible. From Theo-
rem 2, it is apparent that any QPP-� scheme with�0; �r � L + 1
and satisfies the orthogonality condition is optimal.

If the channel is known and a decision feedback equalizer
(DFE) is implemented at the receiver, then the placement of pi-
lot symbols that minimizes the average (symbol) MSE is given by
a QPP with cluster size 1. It turns out that the constraint on pilot
symbols for QPP-1 is the easiest to satisfy. In fact, any pilot sym-
bols placedL+ 1 apart and away from the two ends of the packet
leads to the optimal design as shown in the following corollary.

Corollary 2 If N
P
� L+ 1 and �2p � �2d, then QPP-1 is optimal.

s
(1)
k

s
(K)
k

h
(1)
1

(k)

h
(1)
K

(k)

h
(K)
1 (k)

h
(K)
K

(k)

n
(1)
k

n
(M)
k

y
(1)
k

y
(M)
k

Fig. 2: A MIMO model

6. OPTIMAL DESIGN FOR MIMO CHANNELS

When there are more than one source, the system is modeled by a
K-inputM -output MIMO linear channel shown in Figure 2. Let
h(i) be the impulse response vector for the SIMO channel between
theith user and the receivedM -dimensional vectoryk andLi the
maximum channel order for theith user. The packet from useri is
denoted bys(i) with data matrixH(s(i)). The MIMO channel can
be described by

y = F(s)h+ n (18)

wheres andh are the stacking of the corresponding vectorss(i),
h(i), and

F(s) = [H(s(1)); � � � ;H(s(K))]
 IM

is the overall input data matrix that includes both data and pilots.
Let Ni, Pi be the number of data and pilot symbols for user

i. Allowing pilots to be placed independently for each user, the

placementP = (�;) is defined by�
�
= [�(1); � � � ;�(K)],  =

[(1); � � � ;(K)] where�(i) and(i) are the placement for user
i. Given a placementP, and the decompositions = sp + sd, the
“autocorrelation” matrix associated with the pilot is defined by

Rsp

�
= FH(sp)F(sp) (19)

The CRB for channel estimators can be similarly derived as in
SISO case with

M(ĥ) � �
2
n[(E(Rs) + �

2
hI)
 I]�1

�
= �(P; sp) (20)

The optimal pilot design and placement for MIMO channels can
be summarized in the following theorem.

Theorem 3 Let �(i)k (�;; sp) be the CRB for the kth channel co-
efficient of ith user.

T3.1: For any sp with power �2p and P = (�;) such that for all

i, �(i)0 � L+ 1 and �(i)r � L+ 2,

�i(�;; sp) = �i(��;; sp) �
�2n

(Ni � Li)�2d + P�2p + �2h
(21)

where �� is related to � by

��
(i)
k =

(
�
(i)
k + 1 k = 1

�
(i)
k otherwise

and the second equality holds iff Rsp = �2pP I.

T3.2: Assume that fs(i)p gKi=1 satisfies , for l = 1; � � � ; Li,

1

Li � l + 1

Li�l+1X
k=1

js(i)p (k)j2 � �
2
d; (22)

1

Li � l+ 1

Li�lX
k=0

js(i)p (P � k)j2 � �
2
d: (23)

Then

min
�;;sp

�
(i)
k (�;; sp) =

�2n
(Ni � Li)�2d + P�2p + �2h

(24)

and the optimal placement is given by any � such that

�
(i)(0); �(i)(ri) � Li + 1; 8i (25)

Rsp = �
2
pP I: (26)

Here ri is the number of clusters for user i.

Once more, the optimal strategy is to place pilot symbols in the
middle of all data packets. The orthogonality condition in (26) for
the pilot symbols, however, involves all users. The easiest way to
satisfy this condition, perhaps, is the QPP-1 scheme extended for
multiple users as suggested by the following corollary.



Corollary 3 For any sp with �2p � �2d and any �� such that

min
i;j;k;l

j
kX

m=0

�
(i)
m �

lX
m=0

�
(j)
m j � max

i
Li + 1; (27)

we have

�
(i)
k (��;1; sp) = min

�; ;sp
�
(i)
k (�;; sp) (28)

=
�2n

(Ni � Li)�2d + P�2p + �2h
: (29)

The above result suggests that an optimal placement of pilot sym-
bols, as illustrated in Figure 3, can be obtained if all pilot symbols
are scattered in data packets in such a way that they are at least

L�
�
= maxi Li + 1 apart. The actual values of the pilot symbols

are nonessential provided that they satisfy the power constraint.

user 1

user 2

user 3

Fig. 3: A optimal placement for multiple users

7. SIMULATION RESULTS

We compare the performance of channel estimation for the multi-
user case with different placement strategies through CRBs. Two
tap channels were used with each tap i.i.d. Gaussian with zero
mean and variance equal to0:5. Two users were considered with
the same packet length that consisted of 52 data symbols and 15
pilot symbols. The QPP-(L+2) placement scheme was used in the
simulation, the pilot symbols were grouped into 5 clusters with
length 3 each and separated in such a way that the orthogonality
condition of pilot symbols within the packet and between the users
was satisfied, as similarly shown in Figure 3. We also considered
each user with single cluster of pilot symbols and aligned at the
same position for both users while the orthogonality condition was
not satisfied. At last, we compared the performances of these two
schemes with that of conventional training based estimation. Fig-
ure 4 left shows the trace of the CRB of the channel estimators
in these three scenarios. Simulations indicate that some gain in
the performance of channel estimation can be obtained by using
optimal design and placement of pilot symbols. Moreover, as its
easy design to satisfy the orthogonality condition, QPP-� scheme
is attractive for optimal pilot symbols placement, particularly in
the multiuser case. Finally, we gave an example of pilot symbols
with low power case shown in Figure 4 right which plots the CRB
vs. the position of a single cluster of pilot symbols. In this case,
putting pilot symbols at the end of frame resulted in lower CRB.

8. CONCLUSION

We obtain the optimal design and placement of pilot symbols for
the estimation of random channels by minimizing the CRB of chan-
nel coefficients. The optimal design and placement is derived in
both SISO and MIMO channels. Our results show that for pilot
symbols with sufficient power, placing them in the middle of the
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Fig. 4: Left: CRB of different placement schemes in
multi-user case. Right: CRB vs. placements
under low pilot power

data packet leads to minimum CRB. We also find that one of op-
timal placement is QPP-� scheme which is also optimal for DFE
and maximizing channel capacity. Moreover, QPP-1 scheme leads
to a easy design of optimal pilot symbols that satisfying the or-
thogonality condition.

For some transmission schemes where guard period is included
before and after one packet, the placement of pilot symbols is no
longer affect the CRB, especially in the single cluster case. The
optimal designs of pilot symbols are those satisfy the orthogonal-
ity condition.
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