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Optimal Design and Placement of Pilot Symbols for
Channel Estimation
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Abstract—The problem of designing and placing pilot symbols in various aspects of code division multiple access (CDMA)
for the estimation of frequency-selective random channels is con- systems. Adireddy and Tong considered the optimal placement
sidered. The channel is assumed to be a block-fading model with ,.qhjem for decision feedback equalization (DFE) [1]. From
finite impulse response (FIR). For both single-input single-output - . ) . S
(SISO) and multiple-input multiple-output (MIMO) channels, &N information-theoretic perspectwe_, thgy also optimized t_he
under the assumption of independent and identical distributed known symbols placement for maximizing channel capacity
channel taps, the Cramér—Rao Bound (CRB) on the mean square or minimizing outage probability [2]-[11]. Sadlet al. [12]
error (MSE) of semi-blind channel estimators is derived and developed Cramér-Rao Bounds (CRBs) for estimating source
minimized with respect to pilot symbols and their placement. 5nq geterministic channel under the availability of side in-
It is shown tha}t the optlma! strategy is to place pilot symbols f ti b lovi th trained CRB. f lati
satisfying certain orthogonality condition in such a way that data ormation by employing the constraine . ormulation
and pilot symbols with higher power are in the middle of the [13] and evaluated performance under different placements
packet. The results also indicate that the optimal pilot placements of known symbols through simulations. Carvalho and Slock
are independent of channel probability distribution. For constant  [14] obtained expressions of CRBs for deterministic channels
modulus symbols, we show that the quasi-periodic placement and 54 examined the placement of pilot symbols via computer
its generalization in the multiuser case turn out to be optimal. . - . .

We further consider estimating channels with correlated taps and simulations. In their case, no optimal strategy was found_ as
show that the previous placement strategy is also optimal among the CRB for the deterministic channel model is also a function
orthogonal pilot sequences. of channel coefficients. For orthogonal space-time codes, the

Index Terms—Channel estimation, Cramér-Rao bound, optimal placement of sgperimposed pilot symbols for.memor.yless ”_"'”'
design, pilot symbols, placement schemes, semi-blind. tiple-input multiple-output (MIMO) channels is considered in
[15]. Aside from these previous results, however, the problem
of pilot symbols placement for channel estimation in a wireless
transmission system has yet to be fully studied, and optimal

HANNEL estimation plays a critical role in placement strategy is still unknown.

packet-switched wireless systems where it is often In this paper, we consider the optimal design and placement
necessary to acquire the channel state for each packet.ofpilot symbols for channel estimation. Since mobile users may
facilitate channel estimation and synchronization, pilot syn¢hoose different channel estimators, in searching for the optimal
bols are usually embedded in a data stream. Consequentlplitcement, itis desirable to use a criterion that is independent of
is important to fully utilize these symbols to obtain optima#ny specific estimation technique used by individual receivers.
estimation performance, and the placement of these pildnhatural choice is the CRB on the MSE of channel estimators,
symbols can affect significantly the overall performance of and the objective of designing the pilot sequence and its optimal
wireless system [1]-[4]. placement is to minimize the CRB.

The optimization of pilot symbols and their placement has The main contributions of this paper are as follows. For both
not been investigated until recently, although the design sihgle-input single-output (SISO) and MIMO finite impulse re-
optimal pilot sequence for training-based channel estimat@gonse (FIR) random channels, under the assumption of inde-
is an old problem and has been investigated by many [5]-[$lendentand identical distributed (i.i.d.) channel taps, we first ob-
In [4] and [9], optimal pilot tone selection that minimizedain an expression of the CRB as a function of pilot symbols and
the mean square error (MSE) of the minimum MSE (MMSREheir placement. It is then shown that the CRB is minimized by
channel estimator for orthogonal frequency division muplacing pilotsymbols with smaller magnitudes closer to two ends
tiplexing (OFDM) systems are considered. In [10], Lingfa packetand those with larger magnitudes closer to the center
analyzed optimal performance of two pilot-assisted schemebile satisfying certain orthogonality conditions. We show that,

, . , . . although the CRBs are functions of channel distributions, the op-
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in multiple clusters, in the middle of a packet. Although this re- 1 2 3 n

sult confirms the advantage of using the midamble placement

as in the Global System for Mobile communication (GSM) >

. ! 1 v v Un+1
it also suggests that some other placements are also optimal. \\ 3// nt
One of such optimal placements is the quasi-periodic placement Sp

(QPP)«x scheme , which, under mild conditions, was shown to
be optimal for DFE [1], as well as optimal in terms of maxi-
mizing channel capacity .

This paper is organized as follows. In Section Il, we introducghere7 (h) is a Toeplitz matrix generated fromand(s) a
the basic SISO channel model and pilot symbol placement. Htankel matrix from inpust
Section Ill, the CRB for the random channel vector as a func-
tion of pilot symbols and their placement is derived. In Sec- L L
: i _ ! o -+ hr
tion 1V, we obtain optimal design and placement schemes that
minimize the CRB, followed by discussions of the placement? (h) = ©)
strategies and tradeoffs. In Section V, we extend our results to ho -+ hr (N+P—L)x(N+P)
MIMO channels and obtain corresponding optimal placement
schemes for the multiuser case. In Section VI, optimal place- )
ments of orthogonal pilot sequences for random channels with (s) = : Hankel
correlated taps are obtained. Numerical results are presented in SL+1 e 51 (N+P—L)x(L+1) .
Section VII. 4)

Notation used in this paper are standard. Upper and lower-
case bold letters denote matrices and vectors, respectivély. The channeh is to be estimated using the observatjoof the
denotes the conjugation aiid? the Hermitian transpose. Weentire packet, i.e., the estimation is semi-blind.
useA,,xn to denote a matriA with sizem x n and[A];; the We also make the following assumptions:

ijth element of matri>A.. The Kronecker product of matriA A1) Data symbols are drawn from an i.i.d. sequence that

Fig. 1. Input data packet with multiple pilot clusters.

SN+P T SN+P-L

andB is denoted ad\ ® B. Matrix I stands for identity matrix. has probability density function (pdf),(-) with zero
mean and variance’. The power of pilot symbols is
Il. PROBLEM STATEMENT defined asr? £1/p Zf:l |5, [1]]2.
A. Model A2) Taps of the channdi are i.i.d. random variables with
We assume a frequency_—selectlve block-fading model whereés) The datas, channeh, and noisen are jointly indepen-
the random channel remains constant for one data packet an dent

changes to an independent value for the next packet. We further . S . e
assume that channel estimation is performed within one traASUMPtion A2 may be restrictive in practice when specific
mitted packet. The estimation of an SISO FIR channel is firB!/S€ shaping filters are used. In Section VI, this assumption
considered. Results for MIMO channels are presented in s&tf€laxed to deal with correlated channel coefficients.

tion V.
Within one data packet, the channel is modeled by an FFR Pilot Symbol Placement
linear system with ordef In general, the placement ofclusters of pilot symbols can be

described by? = (v,«), wherev = [v1,...,v,41] is the data
block length vector, angl = [, . . ., 7,,] the pilot cluster length
vector, as illustrated in Fig. 1. Constraining the total number of
data and pilot symbols, we haye!"," v; = N and¥"" | ~; =
wherey; is the received signah = [ho, ..., hi)T is the P Moreover, for those placements starting with pilot symbols,
channel vectors), is the input symbol, andy, is the iid. ¥1 = 0,andfor those ending with pilot symbols, . = 0.
circular complex Gaussian noise with zero mean and variancéVe also define the edge and midamble positions for each

L
ykZZhiSkﬂ‘+nk7 k=L+1,....N+P (1)
i=0

o2 packet, as shown in Fig. 2. Edge positions are defined as the
"We assume that each data packet consisty afata sym- firstand lastl. positions in a packet. The rest of the parts within
bols denoted as; = [sq[l], ..., sq[N]]” and P pilot sym- interval [l +1, N + P — L] are midamble positions.
bols ass, = [s,[1],...,s,[P]|”. The vector channel model Fora training-based channel estimation, only those parts of
is used for the entire packet correspondingMalata symbols the observations corresponding to pilot symbols are used. If
and P pilot symbols. Denoting = [yxp,...,yr41]7, s = thereisa pi!ot clust(_ar of length less thAr-1, no pilot symbpls _
[snips....51]T, we have corresponding to this cluster can be used for channel estimation.
Therefore, itis intuitive that all pilot symbols should be grouped
y=T(h)s+n="H(s)h+n (2) into a single cluster. This intuition, however, is not valid if all

observations are used for channel estimation. Indeed, the use of

lin, the channel capacity is maximized under the constraint that certain pgl]-l"lt'pk_e CIUSte_rS results in a simpler dgmgn of pilot symbols as
centage of input symbols is used for training. shown in Section IV and better detection performance (see [1]).
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L. L. We also note thaA (P, s,) defined above completely deter-
mines the real CRB [18] under the circular complex Gaussian
noise assumption, and

edge midamble edge

Olnps(sq) 2 Olnpy(h) 2
Fig. 2. Edge and midamble positions of one data packet. E { (Td* =0,FE W =0. (11)

The input symbol vector can be decomposed into the p”;l; e regularity conditions require that the joint distribution
and data parts p(y,sq,h) be absolutely continuous with respectsgi]. An

example of such data sequences that satisfies the conditions
) is the sequence with Gaussian distributioRor those drawn

from discrete symbol constellations, the above theorem gives
an approximation.

s =5, + 54

wheres,, is obtained by setting the data partsofo zero. This
introduces a similar decomposition of the input symbol matrix
IV. OPTIMAL DESIGN AND PLACEMENT FOR SISO GHANNELS
H(s) = H(s,) + H(Saq)- (6) A. Optimal Design and Placement

) In this section, we consider the design and placemenmnt of
matrices a§ysters of pilot symbols, as shown in Fig. 1. The placement of
A A B B the clusters is specified b = (v,«y). For pilot symbols all
R.=H (s)H(s), Rs, ZH" (5,)H(s)). (7)  placed in midamble positions, the following lemma concludes

the shift invariant property of the CRB.

Note that quantities, s, and their corresponding autocorrela- | emma 1: For anys,, the midamble placement is shift in-
tion matrices are functions of placeméPt It follows thatRs  variant, i.e., for anyP? = {(w,y) :v1 > Lvpey > L+1}
andRs, are functions ofP ands,,.

For convenience, we define their “autocorrelation”

A(w,v,sp) = A+ e1 —eny1,7,5p) (12)

lll. CRAMER-RAC BOUND where vectore; denotes the unit row vector with 1 at thih

The CRB for random channels is used as a performance meatry and 0 elsewhere.
sure for the design and placement of pilot symbols. The fol- Proof: See Appendix B.
lowing theorem provides the expression of the CRB as a func-Before we present the optimal pilot placement and design in
tion of pilot symbols and their placement. Theorem 2, we first make some heuristic arguments and illustrate
Theorem 1: Under the assumptions A1-A3 and the regularityhe idea in Fig. 3. With the invariance property given in Lemma
conditions [16], [17], the MSE matrix of any channel estimatat, we know that placements in midamble positions are invariant

h(y), which is defined as with respectto shifts. Therefore, one should pay special attention
to placements at the edge positions. Note that the channel model
M(ﬁ)éE{[ﬁ(y) - h][fl(y) —h)#} (8) givenin (3) assumes no knowledge about the channel input for
sk, k = 0,—1,..., and those observatiofg[k]} £_, relating to
satisfies the following inequality: these unknown input symbols are discarded in channel estima-

tion. However{y[k]} £_, arerelatedtoinputsymbofs[k]}L_,,
R Al 1 -1 and discarding them prevents us from fully utilizing the fikst
M(h) > A(P,sp)= (U—ZE{Rs} + P%I> (9) inputsymbols. Itis therefore logical that one should allocate min-
" imum power to symbols at edge positions.

where A(P,s,) is the complex CRB, andp? = Fig. 3 illustrates the optimal placement given in Theorem 2.

E{|01nps(h)/0h*2} with the expectation taken with re_Wh_en there_ are many pllot_symbols, i.&, > 2L + 1, the

spect topy, (h). optimal design calls for setting zeros to symbols at two edges
Proof: See Appendix A. of a packet and putting the rest pilots in the midamble part in

The objective is to minimize the CRB of channel estimator§Uch & way that they satisfy certain orthogonality condition. On
jointly with respect to pilot symbols and their placement undépe other hand, when there are only a few pilot symbols, i.e.,

the pilot power constraint, i.e., P < 2L, itis no longer possible to set all symbols at the edge
positions zero. In such a case, it depends on how much power
(Psysp,) = argmin  tr[A(P,sp)]. (10) i; allocated to the pilot symbols. If the total power of. pilots is
S P.sp:llspll2=Po2 ’ higher than the power of data symbols, then all the pilot power

should be concentrated on one symbol placed in the midamble
From (9), we note that the CRB for channel estimators dpart of the packet. Otherwise, two pilot symbols, each with half
pends on channel distribution through We show later in Sec- of the total power, should be placed at the edge positions as
tion IV that, fortunately, the minimization of CRB with respect , ) o o
. s We know that the capacity-achieving input distributions for known chan-
tf) Sp and? turns out to be independent of the channel d'smblﬁéls are Gaussian. In practice, the symbols may be shaped to approximate the
tion. Gaussian distribution.
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P>2L+1

P <2L, Po’>d}

P <2L, Po? < o}

Fig. 3. Optimal pilot designs and placements for SISO channels.

close to the center as possible. The specification of the optimal

wherel{ (k) is the unit step function

1, k>0
u(k):{oi k< 0.

ii) If Po? < o3, the optimal placemerf and design of pilot
symbolss,,, are given by

P.e{(v,y):in=211=v3=0

G T

Pa;? e .
sp*[z']Z{ 7 i=mmtd (20)
0 otherwise.

?

placement and design of pilot symbols is given in Theorem 2The minimum CRB is given by

Theorem 2: Given N data symbols with powes? and P
pilot symbols with power?. Let \;(P,s,) be theith diagonal

tr{A(Ps,sp.)]

entry of A(P, s, ). Under assumptions A1-A3, we have the fol- :maX{P —L—1,0}07

lowing.

1) ForP > 2L + 1, the optimal placemer®, and design of

pilot symbolss,, given by

7)* e{(V:'Y)in>2§V1 = Vn+1 :Oa’Yl:'Yn:L}

(13)
sp. €{sp 1 sp[i] =0,Vi € [1,L]U[P - L+1,P]
R, = Po 1} (14)
The minimum CRB is given by
Ai(Paysp,) = min Ai(P,s
i 2
_ on

~ No2 + Po2 + pjo?

i=1,...,L+1. (15)

2) ForP < 2L:
i) If Pa]% > o2, the optimal placemerf, and design of pilot
symbolss,, are given by

Pee{(v,y) :n=3v1=v4=0

e [F5] 25}

. Po? ifi=ym+1
7] = p’
Sp. 1] { 0, otherwise. (7)

The minimum CRB is given by

L—[(P-1)/2]

20
U[A(Persp.)] = Z N R s R
i=max{L—P+2,1} (N - L)ad + PUP + Pr0n

(L — P+ 2)02U(L — P)
(N+P—L-1)03+ Po2+pjo2
(11 - 54 Do
(N = L+ [Z5])of + Po2 + pio?
max{P — L,0}c2
Noj + PoZ+ pio?

+

_I_

(18)

NoZ+ Po2 + pro?
max{L +1— P,0}02
(N+P—L)o%+ pio2
L—[P/2]

+ Z 20’% Ug
2

i=max{L—P+1,0} (N ) O-EL
(151 =152 ' 21)
(N =L+ B3+ 552 + plo?

Proof: See Appendix C.

Notice that while the value of the minimum CRB depends
on the channel distribution through, the optimal design and
placements described in Theorem 2 are independeit,afnd
therefore, it is independent of the probability distribution of the
channel. In other words, the placements are optimal for any
channel distribution. For a sufficient number of pilot symbols,
i.e., P > 2L + 1, the denominator of the minimum CRB in
(15) shows the total power a¥ data andP pilot symbols in-
dicating that under the optimal placement, all power in the data
packet is included in the estimation. Although Theorem 2 con-
cludes that concentrating all the data and pilot power in the mi-
damble positions leads to the minimum CRB, in the case when
P > 2L + 1, there is no specification on how many clusters
of those midamble pilots should have or how they should be
placed, as long as the orthogonality conditi®g, = PUZ%I is
satisfied. Since the optimal placement mandates the first and
last L symbols ins, being zeros we only consider the mi-
damble pilot symbolgs,[i]}/", ;. which are denoted &,.
Notice that there always exisgg satisfying the orthogonality
condition in (14)—an obvious choice is tliesequence&, =
[0,...,0,V/Po,,0,...,0]". However, such a sequence may not
be a deswable ch0|ce in practice; it requires transmitters to have
high peak-to-average power ratio. The design of orthogonal se-
guences for a single cluster is also not trivial, and for genkral
and P, there may not exist constant modulus pilot symbols.

For multiple clusters, the orthogonality requirement involves
the joint pilot symbols and cluster design. Unlike the single
cluster case, it is easier to find pilot symbols and their place-
ment satisfying the orthogonality condition. An interesting case
is the placement using only one single pilot symbol in each
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Theorem 3: Given N data symbols with powes? and P
CM pilot symbols with|s,[i]|* = o2,i = 1,...,P. Under
assumption A1-A3, we have the following.

1) Forog > o2, the placements and pilot sequences satisfying
the following are optimal:

Fig. 4. Optimal multiple clusters placement scheme.

P. €{(v,y) : v1,Vns1 > L} (22)

% % sp. €{sp : Rs, = Po.I}. (23)
The minimum CRB is given by

2

On

[ Rs, = Pol
; - > (N = L)oj + PoZ+ pio?

I I B W <o P2 i=1,...,0+1. (24)

Rs, = Po2l

Bt A(Parsy.) i M(Psy)
T i x9S L) = min i , S
(N W W ] o2 = o3 ) = p apilanlil =02 v

2) Foro? = o3, any placement with pilot symbols satisfying
Fig. 5. Optimal placements of CM pilot symbols for SISO channels. (23) is optimal. The minimum CRB takes the same formula as
in (24).
) ) 3) Forag < o2, if P > 2L, the placements and pilot se-
cluster, i.e.;y; = 1,7 = 2,...,n — 1. In such a case, all gyences satisfying the following are optimal:
the pilots in the midamble positions are at leAsaway from

each other, as shown in Fig. 4. In this placement scheme, since
each row ofH(s,) contains only one nonzero element, we have
R, = PoI%I, regardless of the values of these pilot symbols.
Thus, the requirements for optimal placement and pilot design o o
in part 1) of Theorem 2 are satisfied. This placement scheme!{a€ minimum CRB is given by
concluded in the following corollary.

Pe €{(w,7) :n > 2501 = vpy1 = 071 = 7 = L} (25)
sp. €{sp : Ry, = Po’1}. (26)

Sp

2

Corollary 1: AssumeP’ > 2L + 1. Any s, satisfying power Xi(Paysy.) = Tn . 27)
constraint||s,||> = Po2 with P € {(v,7) : v1 = Vn41 = "7 Noj+ (P —L)og + pjon
07VL 2L7'L:3/77’L—1,’Y1 :771:[”,%:171: .
2,...,n — 1} is optimal. Under the optimal,. andP,, the Proof: See Appendix D. _ _
minimum CRB is given in (15). For pilot symbols withP < 2L, the optimal placement is

Although the optimal design benefits from the use of multipl&ore complicated and varies with and P. Due to the CM
clusters, existing estimation algorithms, on the other hand, fafhstraint, putting all pilot symbols into two clusters at two ends
single cluster placement. Multiple-cluster placement schem®62 packet cannot satisfy the orthogonality requirement. Thus,
especially the scheme in Corollary 1, give an easy optimal dgis scheme is not guaranteed to be optimal. However, finding
sign but make estimation harder. One expects such schemed acement to makBs, a multiple of identity does not ensure
increase the difficulty and complexity in terms of channel estibe optimality over all possible pilot symbol placements and

mation algorithms. Thus, a tradeoff between the choice of singl€Signs. Thus, an exhaustive search among all these possible
cluster and multiple clusters exists. placements may be necessary to achieve the minimum CRB.

Design of Orthogonal Sequences—Single Cluster vs. Mul-
tiple Clusters: For ag > o2, we again encounter the problem
of choosing between the single cluster or multiple clusters.

In many communication systems, pilot symbol#\s discussed earlier, the use of multiple clusters makes
with constant modulus (CM) property are used, i.ethe orthogonality condition easy to satisfy. An interesting
lsplil|> = o2,i = 1,...,P. We now consider the optimal simple optimal placement where pilot symbols are scattered
placement and design of pilot symbols under such constraitigsoughout the packet is shown in Fig. 6 and described by
following the same heuristic arguments. The optimal plac&. € {(v,v) : n = P;v; > L;~; = 1}. The actual values of
ments are illustrated in Fig. 5 and formally given in Theorem &M pilot symbols are nonessential, provided that they satisfy
For pilot symbols with sufficient power, placing pilot clusterghe power constraint.
all in the midamble positions leads to the lowest CRB. When A generalization of the above scheme is the so-called QPP in
pilot symbols have equal power to that of data symbols, optimalcertain sense. In a QRPscheme, under the constraint that
strategy is to design pilot symbols and placement jointly tach pilot cluster length is no less thanthe pilot symbols
satisfy the orthogonality condition. On the other hand, fare divided into as many clusters as possible. These clusters are
sufficient amount of pilot symbols with low power, puttind.2 then placed such that the data block lengths are as equal as pos-
pilot symbols at two edge parts leads to the lowest CRB.  sible. The QPP family is divided into different classes. The class

B. Pilot Symbols With Constant Modulus Constraint
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oL =L oL A4) The packet transmission system is slotted, i.e., for each
r ' [ ! time slot, each user transmits one packet through the
I ' I | I I I ! | channels.
i ; A5) Ppo, > oy ,fork =1,... K, wheres, andoj

are the pilot and data power for user
Assumption A4 ensures that channel estimation is performed
o . within K transmitted packets: one from each user. Assumption
of schemes for whichv is the smallest allowable pilot symbol 55 s introduced primarily because sufficient pilot power is gen-

cluster length is denoted as QRP- _ erally guaranteed in communication systems.
Definition 1: Given ann and a frame withV unknown sym-

bols andP known symbols, let = | P/«] + 1. A placement B. Optimal Placement
schemeP (v, ) belongs to QPR if and only if

1) v > a,andd> " v, = P;

Fig. 6. Optimal multicluster placement scheme of CM pilot symbols.

In this section, we consider the optimal pilot design and place-
ment for packet transmissions involvidgusers. Allowing pilot

n+1
2) vi € {(LN/J]), (IN/J] + 1)}, andy 3™ vi = N symbols to be placed independently for each user and assuming
The QPP is a family of placement strategies that is showfe number of pilot clusters for uskiis n;, the placemer® =
to be optimal in the sense of maximizing mutual informatiop,,ﬁ) is defined by = [, ... pE)], y = [y, ... 4],

. It is also optimal in the sense of minimizing average MSfghere ¢(*), v(*)) is the placement for usdr. Given a place-
associated with transmitted symbol when a decision feedbagknt? and the decomposition = s, + 54 as in (5), the “au-

equalizer is used, again, assuming known channel [1]. In terfggorrelation” matrices associated with input symbols and pilot
of minimizing the lower bound for channel estimation, it turngympols are defined by
out that the orthogonality constraint on pilot symbols for QPP-1
is the easiest to satisfy. F0§ > a};, the scheme described in A H A H o~ _
i i i R B . Rs: 5 Rs = 31
Fig. 6 indicates that ifV/(P + 1) > L, then QPP-1 is also FUS)F(8), Re, ZF 7 (8p) 7 (5) (31)

imal for channel imation. . . .
optimal for channel estimatio whereR; is, again, a function oP ands,,.

Extending from Theorem 1 in the SISO model, the CRB for
V. OPTIMAL DESIGN AND PLACEMENT FORMIMO CHANNELS channel estimators under the MIMO model is given by
A. Model

A multiuser channel can be modeled aK'@nput M-output  Aq(h) > A(P, s )é LE{R }
. . = =P 2 S
FIR linear system. The system inputs correspond to packets On

from K users, and the outputs come framdiversity channels +diaQK/);2u I,
that may result from temporal sampling or antenna array, etc.

Denotel;. as the channel order for thigh user anch®[i] €  Again, the CRB has the shift invariant property in midamble
CMx1 i =0,..., L asthe channelimpulse response vector fjositions.

the single-input multi_ple-ou_tput channel between title user Lemma 2: For anysﬁ,k) with pOWGI’an ,the midamble place-
and the received/-dimensional data vectagy;. The MIMO . i . . (k)
i ment is shift invariant, i.e., for an € {(v,v) : vy’ >
channel can then be described by (k)
Lk'/l/n;\,-i—l > L+ 1,k = 17...,K}

7...,/)%1(1[,1()@1]\[]_1. (32)

K Ly
ye2 [y w0 =30 S e, +n, (28) A(v,v,5,) = AW, 7.5, (33)
k=11i=0

wherer/ is related tav b
where the data packet from uskris denoted bys(*), and v y

H(s™*)), the correspoding input symbol matrix from uggris
defined the same as in (4). Stacking the corresponding vectors
s(¥), h,[4], respectively, we have the vector model

v =M g e e k=1, K (34)

Whereegk) andeﬁlkk")Jrl are the unit vector for théth user.
y=F(s)h+n (29) Proof: The proof is similar to the one for Lemma 1.
The optimal designs and placements in a two-user case is il-
where F(s) is the overall input symbol matrix including bothlustrated in Fig. 7, and that for the general MIMO channel is de-

data and pilots from all th& users scribed in Theorem 4, where it indicates that under the MIMO
model, the optimal placements are, again, independent of prob-
F(s)EH(W), ..., HETN)] @ Ty, (30) ability distributions of channels. The theorem concludes that

within a packet from each user, the single-user optimal place-
Let Ny, P be the number of data and pilot symbols of eaciment strategies should be used. Furthermore, the optimal place-
packet from usek, respectively. The pilot symbols from titgh  ment involves the orthogonality design of pilot symbols among
user is denoted bsék), ands, = [s,(,l), e ,s,()K)]T is the total all users. FoP, < 2Ly, which indicates very small amount of
pilot symbols fromK users. In addition to A1-A3, we assumepilot symbols, this orthogonality condition can be easily satis-
the following. fied by the optimal placement described in Theorem 4. For the
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%1 %1 The minimum CRB is given by
P, >2L,+1 user 1

0 0

pjﬂ:g user 2 tA(P.,s,.)]

L, R, 2 _
P = min tr[A(P,s,)]
Rsm = dlag(Pla?)lILl’ P2UI2?21L2) ® IM P:Sp5||S§Jk)H2:P’°U§k’
) 1<k<K
L1 -Pla'p1 L1
Ay )= _ _
P, <2L, &L - ‘B userl Mi L= 1B -1/ 202

- 0 Pyo, 0 = — N2 2 2 ;2
L r W user 2 k=1 | i=max{L,—P,+2,1} (N —i)og, + Proy, + py, 00
L2 max{Ly, Lo} L, n (L, — Py + 2)o2U (L — Pr)

(Nk + P, — Ly, — 1)0’3k + PkO'I%k + p%kO'zL

(24 = | B on

(Ni — Ly + [ 252 ))03, + Peol, +p} 02

dk

Fig. 7. Optimal placements of pilot symbols for the MIMO channel.

other case whe®, > 2L; + 1, which is usually satisfied, the

gszr?/ide&gn is nontrivial in general and is discussed in Sec- max{P, — Ly, 0}o2 } @0
2 2 2 2
Theorem 4: Given N, data symbols with power; andP; Nyog, + Prog, + 0,00
pilot symbols with powerrgk from thekthuserk =1,..., K.
Let )\z(.k)(P,sp) be the CRB for theth channel coefficient of wherel/(k) is the unit step function.
userk. Under assumptions A1-A4, we have the following. Proof: See Appendix E.
1)ForP, > 2L+ 1,k =1,..., K, the optimal placement
P. and design of pilot symbols,, are given by C. Multiuser Placement Strategies
) k) In this section, we only consider the case wiign> 2L, +1.
P €{(v,y) i > 2500 = v, 41 =0 As discussed in Section 1V, it is difficult to design orthogonal
%k) — %(111) = Ly;Vk} (35) Sequences for thosg p||0t.symbqls in the mldamble positions
if they are grouped in a single pilot cluster. Multiple clusters
sp, €{sp: s§,k) [i] =0,Vi € [1,Lg] U [Pr — L + 1, Py] should be considered. Then, the next question follows: Should
R, = diag Pioy Ir,, ..., Proy dp, ) @ Tars V). We align pilot clusters from each user at the same position? The-
(36) orem 4 indicates that as long as the pilots between users are

orthogonal, the placement is still optimal. However, by doing
this, we should consider ak pilot sequences jointly, which
The minimum CRB is given by increases the difficulty of the sequence design. An easy way
to simplify the problem is to place the pilot clusters staggered
among users. As an example shown in Fig. 8, two users are
present in the system. Clusters from users 1 and 2 are offset to
each other so thak, in (31) is block diagonal. The orthogo-
2 nality condition between users are automatically satisfied. Note
= - that the pilot sequence design can now be done independently.
Nkagk + Proy, + p’%kag MoreoveF;, smallqer cluster sizge also simplifies the pilot%esign. ’
i=1...,(Lp+ )M, k=1,....K. (37)  Furthermore, the easiest way to satisfy the orthogonality con-
dition, perhaps, is the scheme described in Fig. 4 extended for
2)ForP, < 2Li, k = 1,..., K, under assumption A5, the the multiple—.user'ca.se as iIIustrat_ed in Fig. 9. The Iowg;tCRBs
optimal placemer®, and design of pilot symbols,_ are given €an be obtained if pilot symbols in the midamble positions are
by scattered in such a way that they are at least; { L, } apart.
By this way, the actual values of pilot symbols are nonessential
as long as they satisfy the power constraint.

)\Ek)(P*, Sp.) = min )\Ek)(P7 Sp)
Pospillsy” |I2=Peo?,

1<k<K

a

Py € {(V,’y) : nk:3;l/£k):1/£k) -0

|(V§k) + 72gk)) _ (Véj) + Wéj))| > m]?X{Lk}7Vj vy D. Pilot Symbols With Constant Modulus Constraint

k
7 =1,

5 5 1S = o2, for all k. The optimal placements are il-
lustrated in a two-user case in Fig. 10 and described in the
following theorem.

Theorem 5: Assume CM pilot symbols. Under assumption

1-A4, we have the following.

N P—1 Po—1 Consider all K users using CM pilot symbols, i.e.,
el 252 7o)

. (k)
(k) 7 = Pkazk’ Ifl:”}/l +1 ]C:l I( 39
sp.. L1 { 0, " otherwise T (39) A
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L
A, R
I . B | userl
user 1 o2 > o2 L i
4 d T
Lw, I | | 'WJ user 2
user 2 L, R, L,
P
0 .
midamble 02 = o 1 || | userl
P I | I
Fig. 8. Optimal placement for two-user case. . l user 2
T T T T T T R
BT T TH userl
L} [} ] ] L] [] ] ] ! .
[ | N I I B user2 Rs,, = diag(Pio2 1L, P02,11,) ® Ins
1 ] ! 1 1 ' ]
] 1 1 i 1 J 1 1 1
T T+ 1+ 1T '8 user3 Fig. 10. Optimal placements of CM pilot symbols for the MIMO channel.
! e
0 Co 0
> maxy { L} | | user 1
Fig. 9. Optimal placement for three-user case. [ | user 2
1) Foro? > o} .k =1,...,K, the optimal placemer®, |_> — | user3
and design of pilot symbols,, are given by
B k) mask {Le)
Pe €{(v,y) i vy v, w1 > L, Yk} (41)
. Fig. 11. Optimal QPP-1 placement for three users.
Sp, G{Sp : ,R’Sp* = dlaqpla]%lILl,. . >PKU]2;KILK)
@Iy} (42)

size is required; this is especially tractable for short packet com-
The minimum CRB is given by munication scenarios. Therefore, there again exists a tradeoff
between the choice of short and long pilot clusters.

M (Pusp)= min  AP(Psy)
p’S”:‘iQkE]}f:a’z’k VI. PLACEMENT FOR CHANNELS WITH CORRELATED TAPS
a2 In the previous sections, we discussed the design and
:(Nk Z Lol + Pyo?, + p3, o2 plqcenj_ent of pi_Iot symbols for ran_dom channels with taps
i=1 (Le+ )M,k =1,..., K. (43) being i.i.d. In this section, we look into a more general case
o ' Y where channel taps are correlated. The SISO channel model
2) Foro?, = 03k7k = 1,..., K, any placement with pilot is considered. Specifically, the channel is the combination of
symbols satisfying (42) is optimal. The minimum CRB takethe pulse shaping filter and propagation channel. Although
the same formula in (43). the propagation channel appears random changes from packet
Proof: The proof is similar to the one in Theorem 3. to packet, due to the pulse shaping filter, channel taps are

For ng < ng, the optimal placement should satisfy theorrelated to each other in general. Thus, chaineppears
single-user optimal placement requirement and, at the saraadom but is restricted within a certain subspace. Therefore,
time, satisfies cross-user orthogonality condition. Howeveassuming Al and A3, we relax A2 to the following assumption.
such pilot sequences satisfying both conditions might not exist.A2’) The channeh can be represented by
Thus, finding an optimal placement scheme may follow an
exhaustive search among all possible placements. The resulting h=Gv (44)
optimal placement then depends on each specific situation. whereG = (g1,....8.) € CcT+Dxr hasr orthonormal

For sufficient pilot power, the easiest scheme perhaps c'.8|umns and vectov consists ofr i.i.d. zero mean random
QPP-1 scheme extended for multiple users as iIIustrated\)griables’ with pdfp, (-) and variance2

Fig. 11, which can be summarizeql by_ the f(;llowing cor02IIary. Whenr < L+ 1, channel taps are correlated with covariance
Corollary 2: For any s, satisfying o, > oy, E[hh?] = ¢2GGH. In the special case when= L + 1
k = 1,...,K, the placemenP, = (v,1) is optimal if » assumption A’ reduces to A2 '

satisfies
) ol > Lk’wf;i) - A. CRB
. m j
2) min e | D20, (7 + 1) = Yy + 1) > The complex CRB for transformations of deterministic
maxy{Ly}. parameters was derived in [19]. For linear transformation of

Although the extended QPP']. scheme is the easiest to Satl'gudom parameterS, the Comp'ex CRB becomes
the orthogonality condition, it requires each user’s packet length

to be sufficiently long to allow pilot symbols to scatter out. On Ae — E of AWE of " 45
the other hand, the longer pilot cluster length, the shorter packet = 00| 70" | o9 (45)
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N+P=100, L=4, SNR=10dB
T

T T

wheref is a random parameter vector, ahe: Ad; Ag is the

. . ‘—6— t l| I t
CRB for 6. Given the channel model in (44), the complex CRI %[ > iﬁtilﬁil‘ﬁéiiﬂiﬁht win O consra |
. . . N single cluster in the middle
for channel estimators is then derived as P O NN % single cluster at the end I

1 -1
A(P,s,) = G <—2GHE{Rs}G + p31> GH. (46)
On

-23.6

_-238

B. Placement g

Itis not hard to see that for general random channels, Lemp -2
1 still holds. Our objective is to fin@®, ands,, among all or-  _,,

thogonal pilot sequences such that

—24.4

(Piysp,) = argmin  tr[A(P,sp)]. (47)
’P,sp:HspHQ:Pag

Rg,, diagonal

-24.6

—24.8} 4

Theorem 6: AssumeP > 2L + 1. Among all orthogonal | ; ‘ . ‘ s ; ‘
0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

pilot sequences, i.e.sf : Rs diagonal}, the optimal placement Percentage of pilot symbols in one packet
is given by (@)
N+P=100, L=4, SNR=20dB
Pe €{(v,y):n> 2,01 =Vpt1 =0 -atsp

—»— optimal placement with CM constraint

,}/1 — ,Yn — L} (48) -6~ single cluster in the middle
Sp. E{Sp : Sp[L] =0,Vie[l,LJU[P—-L+1,P] -31.8
Rs, = Po.I}. (49)

The minimum CRB is given by

2

_ n . 50) 2.
N03+P0'1%+11202 (50) g o

v n (&}

Tro

tr[A(Ps,sp.)]

Proof: See Appendix F.
For pilot symbols with CM property, following Theorem 6 4
and using the similar proof, we see that when> o3, among
all orthogonal pilot sequences, placing all pilot symbols in tt -sz6
midamble positions is optimal:

P. € {(Vv'Y) PV Vngl 2 L} (51) 328 o o1 02 025 03 055 o4
Percentage of pilot symbols in one packet
and the minimum CRB is given by (b)
ro? Fig. 12. (a) CRBs of different placements versus percentage of pilot symbols

A (Pe;sp.)] =

n
. 52) _ i i
2 ( at SNR= 10 dB. (b) CRBs versus different placements under low pilot power
(N = L)og + Poy + pioy, at SNR= 20 dB.

Wheno? = o3, A(P,s,) is invariant undefP among orthog-

onal sequences, i.e., different placements result in equal periiannel taps are i.i.d. complex Gaussian with zero mean and
mance. _ variances; = 1/(L + 1) = 0.2. The data packet length was
All the above show that the optimal placement strategy faipp. Data and pilot powers weré = 1 ando? = 2, respec-
. p L)

pilot sequences, for channels with correlated taps. Note that our, . . S
1) the optimal placement allowing power allocation;

results c_>f optimal placem.ents are confined in search!ng amongz) the optimal placement for pilot symbols with CM con-
all possible orthogonal pilot sequences. It does not imply that straint:

equences, mdeed, i general, ins placoment hat e the i) & SMGIS custer with CM pilt symbols used in2) laced
q . N9 ' P 9 in the middle of the packet and the pilot sequence violated

imum t{A (P, s, )] depends heavily o and each specific re- the orthogonality requirement;

alization of pilot sequences. 4) the same single cluster placed at one end of packet.

VII. N UMERICAL RESULTS In the first optimal scheme, we used the placement described
in Corollary 1. For the second one with CM constraint, QPP-3
placement was used with each pilot cluster beip@.[ /2,

We first compared the CRBs of channel estimators under op+/2]. Fig. 12(a) shows the traces of CRBs of these four
timal and nonoptimal pilot design and placement schemessohemes under increasing percentage of pilot symbols per
the SISO model. Channel order was= 4. We assumed that packet at SNR= 10 dB. We observe that the gain of the

A. Placement Schemes in Single User Case
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N+P=100, P=20, L=4
! VIIl. CONCLUSION

T T T
-©- optimal placement
~. ~x~ optimal placement with CM constraint

AN o~ alined single cluster n the middle In this paper, we presented the optimization of the placement
L R ER and design of pilot symbols for semi-blind channel estimation.
We have shown that the CRB is shift-invariant among midamble
positions, and the basic principle of optimal placements is to
concentrate higher power symbols in the midamble positions of
a packet while placing symbols with lower power at two ends.
Our results also indicate that the optimal placements are inde-
pendent of any channel distribution. While the merit of placing
pilot symbols in the middle of a packet is justified by our theory,
we found many other placements that are also optimal. Among
those, the use of multiple clusters makes the design of optimal
pilot sequence simpler. However, placing pilot symbols in mul-
tiple clusters may increase the complexity of channel estima-
tion.
B T T T A A R We noticed that under the SISO model, the difference of
CRBs between optimal and nonoptimal placements does
not appear to be significant. Therefore, more consideration
should be given to the placement design for optimal detection
performance. It is reassuring to find that the Qi?RBcheme
optimal scheme increases with increasing percentage of pilot the detection and maximizing channel capacity is, in our
symbols. results, also optimal for channel estimation. Under the MIMO
Finally, for pilot symbols with CM constraint, we give an ex-model, as the number of users in the system increases, much
ample when pilot symbols with low power; = 0.507. Two can be gained from the optimal placements.
schemes were compared: 1) optimal placement for pilot sym-Finally, we note that a pilot placement may have effects on the
bols with CM constraint and 2) single cluster with the same pilefstimator performance that are different from that on the CRB.
sequence placed in the middle of the packet. Fig. 12(b) plots thikee optimality of placements for a specific class of estimations
CRBs versus the percentage of pilot symbolS &tk = 20 dB. may also be of interest.
We can see that in this case, putting pilot symbols at two ends
of the frame resulted in lower CRBs. Notice that because the APPENDIX A
total power from data and pilot symbols decreases with the per- PROOF OFTHEOREM 1

centage of pilot symbols increasing, the corresponding CRBs . i
increagses P y g P g Letd = [s¥,hH]H . Under the regularity conditions [19], ,

the MSE matrix of any estimatd(y) is lower bounded by

Fig. 13. CRBs of different placement schemes in a two-user case.

NA L rh P -
B. Placement Schemes in Multiple-User Case M(O)=E{[6(y) - 0)[8(y) - 0]"} > I~

We next consider the placements in the multiuser case, Whglr'éh the complex Fisher information matrix (FIN))defined as

K = M = 2. The channels, data, and pilot powers used were I { [alnp(yﬁ)} [mnp(y,ﬁ)}H} 53

still the same as in the single-user case. Two users were consid- 290 20"
ered with the same packet length of 100. Each packet consisted

of 20 pilot symbols. Three schemes were compared: wherep(y, 8) is the joint distribution ofy andd, and the expec-

1) optimal placement; tation is taken ovef andy.
2) optimal placement under the CM constraint; Under the regularity condition, we have
3) conventional single cluster with the CM pilot symbols =
used in 2) aligned in the middle of the packet from each E{ [311117(3’79)} {alnp(yve)} |9}
user. 06* a0*
Again, for the first scheme, pilot symbols in the midamble posi- dlnp(yl8))] [0Inp(y|8)) 1"
tions were placed similarly as in Fig. 9. For the second scheme, =k [ 90" } [ 90" } 6

we used the QPP-3 scheme with pilot clusters shifted between =
users, which is similar as in Fig. 11. Fig. 13 shows the trace of N [311117(9)} {alﬂp(e)]

the CRBs under these threes scenarios. We observe that about a 00* 00"
1.5-dB gain is obtained by placing pilot symbols optimally. This 1 HYH HAH
shows that the importance of optimal placement in the multiuser = < d d d (s) )
case is more significant than that in the single-user case. Note or \H(s)"Ha H(s)"H(s)
also that there is little performance loss by imposing the CM dlnp(0)] [01Inp(6) =
constraint on pilot symbols. + [ o0* } { o0* ]

2
n

(54)
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whereH is obtained from7Z (h) by deleting columns corre- is a function ofv and+y, which is denoted aRs, (v, ). Since
sponding to pilot symbols. {sq4[i]}£, is i.i.d. with zero mean, we have
By assumptions oh ands, in A1-A3, we have CHa
E{R.} =E{H(s2)"H(54)} + Rs, (v.7)

E{H[H(s)} = E{H4}" E{H(s)} =0.  (55) =(N = L)o2T + Ra, (v, 7). (61)
Now, we can obtain the expression of the FIM Substituting the above into (9), the CRB becomes
H —
J=F {E { [01“5’,5;‘” ”)} [f’””g;% 0)] |o}} Aw,7,5) = 02[(N — L)o3T+ Ry, (v,7) + p2021] L. (62)
L pIHEH 0 Notice that ¢ + e; — e, +1) is corresponding to shifting the
[ 2 {H Ha} . n clusters to the right by 1 without changing their relative dis-
0 o2 E{Rs} tances. From the structure ®f(s, ), it is not hard to see that
. [E)lnp(ﬂ)} [alnp(ﬂ)r{ 56 whenvy > L, v,41 > L+1
80* 80* . Rsp (V7 7) = Rsp (V +e; — en-l—l-/')')' (63)
Under the regularity conditions and assumptions A1-A3, singg,is means, for fixedy and s, . . ., val, Rs. (v, 7) is invariant

p(0) = py(sa)py(h), wherep,(sa) andp, (h) are joint pdf of *for gifferentr, andu,,1, and we have
sq andh, respectively, the second term in (56) becomes

Alv,v,8,) = Alv+e; —eni1,7,Sp). 64
00* 00* Therefore A(v,1,s,) is invariant under shifting of the clus-
E{alnps(sd) oH lnps(sd)} 0 ters among the midamble positions. O
— Os} Js)
( 0 B2, () 9 Inpy () }) APPENDIX C
P21 0 PROOF OFTHEOREM 2
_ < ;L0 ) (57)
0 pl From (9), we know that
2 2 §
whereps, p; are defined as AP, )i = %[E{Rs}],ﬁ b p2i=1,... L+1 (65)
24 alnps(sd) 2 2éE alnph(h) 2 (58) "
57 Ds 4" 1 Ph= oh* where[E{Rs}];; is given by
where the expectation is taken with respegt ;) andp,, (h), [E{Rs}]ii =[E{H" (50)H(54)} + Rs,ii
respectively. P
Therefore, the complex FIM is =(N+P—L)og+ Y (pi — oa)i(k)
k=1
S E{HH,} + p2I 0
=\ 1 or |- (89) wherep? = |s,[k]|?> and I;(k) an indicator function, defined
0 L E{Rs} + p2I k= 1SpIN g
T ' by I;(k) = 1 if pilot symbol s, [k] appears in théth column
Consequently of H(s,) andI;(k) = 0 otherwise. Note tha}";_, p21;(k) <
. Po?. Denotingg; = Zf):l I;(k) as the total number of pilot
M(0) symbols in theth column ofH(s,,), we have
| (GBI} + 2D 0 ,
N 0 GeERs}+0D™ )" [B{Rs)u = (N + P~ L)o3 + 3 o 1i(k) — qio?.  (66)
k=1

Notice that the FIM fo is block diagonal, and CRBs for the
channel and data symbols are decoupled. The complex CRBEmfine
the MSE of channel estimators is then given by

L+1
+ 1

-1 f’])7spé i
M) 2 (S ERs)+2T) 2A(Ps). (60) 7%= 2 G

n 2

L+1 o
O - Z o .
=1 (N+P—L)oj+ > ppli(k) — qio] + pio?
k=1
(67)

APPENDIX B
PROOF OFLEMMA 1

Whenvy,v,4+1 > L, all P pilot symbols are placed in the Case1-P > 2L+1: Letf;, 82 be the total number of pilot
midamble positions. For the-cluster caseR, defined in (7) symbols in the two edge parts belonging to the beginning and
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end of a packet, respectively. Note that 5 < L. We now Case 2—P < 2L: i) Pog > o2: We prove that the place-

boundg; as follows: ment described in part 2) i) of Theorem 2 minimiz&$, s, ).
) a) We first show that for any fixed placement, allocating total
gi 2P = (1 = f2 + max{i — (L + 1 = f1),0} pilot energy on those symbols in the midamble positions, de-
+ max{fs — i+ 1,0} creases (P, sp).
>P— T, From (67), we have
i1=1,...,L+1. (68) f(P,s,)
L+1 2

The equalities hold for all if and only if 3; = 2 = L. There- Z O
fore, the minimum number of pilot symbols in each column is™ < (N + P — L)oj + Po2 — qio + pio?
P-L -

L+1
From (66), we have _ Z on
£~ (N + P —L)o2+ (Po?—02%) — (¢ — 1)0% + pio?
[E{Rs}];; <(N + P — L)o3 + Po? — (P — L)o? i=1 ! rod ¢ ’(75)
i=1,....L+1 (69) .
. o _ N with equality if and only ifg; > 1 and}, _, piLi(k) = Po},
with equality if and only if8; = 2 = Land}>,_, pili(k) = i.e., there exist pilot symbols in the midamble positions, and

Po?,ie., the total pOWGP_U§ is allocated on theft —2L) pilot  their total power is”o2, whereas the power of those at the edge
symbols that are in the midamble positions. From Lemma 1, W@rts are all zeros. Sin@é’a}; —0o2) > 0, for any fixedg; (fixed
note that any midamble placements are shift invariant. Thus, fiiecement), (75) gives the minimugi{?, s, ).
placement described in Theorem 2.1 maximiZesR.}]ii and  b) If (75) is satisfied, the only variable ifi(P,s,) is g;.
minimizes f(P,s,) in (67) Notice that placing pilot symbols at two ends decreages
(L + 1)02 for somei, thus decreasing(P,s,) in (75). Therefore, to
min f(P,sp) = NoZ 1 Pol PR (70) minimize (75), all ¢ — 1) pilot symbols should be placed at
Pspillssl*=Pe Oaq T £0p F Pi0n the two ends. In other words, assiffa2 to a single pilot in the
By the Cauchy—Schwartz inequality, \;(P,s,) is lower midamble position, and split the rest ¢ 1) pilot symbols into
bounded by two clusters at two ends of a packet. Furthermore, among all
possible ways of splitting thes#(— 1) symbols, dividing them

Xi(Pys,) > _1; (71) evenly (P —1)/2], [(P—1)/2]) at two en.ds minimizes
[A=1 (P, sp)]is f(P,sp)*. Thus the placement described in the Theorem
and minimizesf(P,s,).
We now calculatenin f(P,s,). Under the optimal place-
tr{A(P.s,)} > f(P,sy) (72) ment, ¢;. for the ith column is given by (76), shown at the

bottom of the page. Substituting,. into (75), we obtain the

" . o
where the equalities hold if and onlylit., = Po,I. Thus, we minimum f(P,s,) as in (77), shown at the bottom of the next

have page. Combining the common terms, we obtain (18). Since, by
min Ai(P,s,) > min 1 this placementR, = Pagl, following the same argument as
Papillsp2=Poz P T p s, ll2=Po2 [AT1(P,sp)lii i Case 1, we have
2
In (73) mintr{A(P,s,)} = min f(P,s,). (78)

- No3 + Po? + pio? ) . .
i) Po? < o7: In parti), under the optimal placement

and
{A(P.5,)} f(P.sy) A
min tr ,S > min ,S L+1
Psyillsy |2=Po? P Psyills, |2=Po? P _ Z o2
. (L+1)o? =1 (N+P—L)oj+ (Pop — o) — (¢i. — L)og + pro?,
~ No2 + Po2 + pro (79)

where the equalities hold under the optimal placement describgldere ¢;. is defined in (76). In the case thﬁof, < o2,
in Theorem 2.1. f(P,s,) can be further reduced by removinB4?2 — o7) from

3The Cauchy-Schwartz inequality is that for any positive definite matrjx 4This is because the following inequalityl/a) + (1/(a+b)) >
(A~1Y);; > 1/A,;, with equality iff A is a diagonal matrix. (1/(a4+b/2)) 4+ (1/(a + b/2)), wherea,b > 0.

P-L, L— B +1<i<[ET 41 (76)

max{[554] =i+ 1,0} +1, 1<i<L— |5
qi. =
i—(L+1- BN +1, max{L- [Z ]+ 1,[521+2} <i<L+1.
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the denominator and reducing the quantity for somes. It is APPENDIX D

not hard to see thgi(P, s, ) under the optimal placement in part PROOF OFTHEOREM 3
i), which is shown in (79), monotonically decreases by moving
the pilot symbol with poweP o2 from the midamble part to the

p
position next to the pilot, which is in the edge part and is closest [A™Y(P,sp)]ii

Case 1-s, > 0 Inthiscase, since; > o7, (65) becomes

to the center. Therefore, we have 1
=—((N+P=L)o} + (ot —od) + 7} (83)
f(P.sp) !
LP/2] .2 Sg((N‘FP—L)Uz*‘P(U;% —03)+rn (84
> n
; (N+P—L)oj+(Po}—03)—(qi. —1)og+pjo} with equality if and only ifS>+_ I;(k) = P for all . In other
L+1 N words, all the pilot symbols should be placed in the midamble

g .
. (80 ositions
+z~=wz/%+1 N+P-D)o3— (g ~ Doz + s o0 P
Pu e{(V77) V1L, VUntd ZL} (85)
Thus, all pilot symbols should be placed at two ends while a"%’ollowing (71), we have

cating the total pilot power on the two pilot symbols closest to

the center. Finally, by the same argument in part i), allocating min Xi(P,s,) > min %
power evenly Po?/2) to each pilot closest to the center min- P sp:lsp (=03 Pspillsy IP=Po? [AH(P, sp)]ii
imizes f(P,s,). Thus, the placement described in part 2) ii) B o2 86
of Theorem 2.2 is optimal. Under this placement, we calculate T (N-L)o2 + Po? + pio? (86)

P 2 2 i
— I
FE’E; <apﬁ d tf? él >mZ|E1]Tr)‘nSrsyil(r’]P7(§:)) ’i i r;oswlrrll ?ézt;] ea::;%tt:? ov(\)/LtZS with equalityzwhen;he conditipns in (22) and (23) are satisfied.
the bottom of the page. Rearranging the index, we obtain (2 Case 2—¢, = o5: When pilot and data powers are equal,

1).
SinceR;, is diagonal under this placement, we have V\)e see ihat (83) becomes

0.2

-1 L n
mintr{A(P,s,)} = min f(Ps,). O AP =y p ez e ©)
. max{P — L,0}c?
P,sp) = —
min (P sp) Noj + Pol+ pio?
L-|(P-1)/2] ,

o
+ n
Z (N + P — L)o} + Po2 — (max{[ 53] —i+ 1,0} + 1)o2 + pio2
L+1 0_2
+ > n . (77)

2 . P—1 2 2
immax(L—[(P-1)/2] +1,[(P—1) /2142y N T P = DJog + Pog = (= [L = |57 [))og + pyor

Po? . . .
. —* = ([51—i+ 1oy, 1§’L§m1n{L+1—L§IJD;f§T} .
PO’Q—(P—L)U2. fL+1<P:L+2-|5]<i<[5]
2 2 _ ds = 2 > >~ 2
— I;(k) = p ) . 81
5 —li— (L+1—[B))o3, max{L+2— 2], [5]+1} <i<L+1
. _max{P —L—1,0}02 max{L +1— P,0}o2
min f(P,sp) = No2 + Po% + pio2 (N+P—L)o%+ pio2
min{L+1—|P/2],[P/2]} 0_2
+ Po?2 = P .
prt (N+P—L)joj+ —* = ([5]—i+1)o]+pjoh
L+1 0_2
+ > ; n . (82)

Po: .
immax{L+2— | P/2),[p/2141) (N + P = L)oj+ == — (i = (L+1 - [ 51)o3 + pio?
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Thus, different placements do not aff¢at—(P, s, )];;, and we the placement for the packet from ugeshould be the same as

have described in the SISO case. Therefore, we have
Ai(P & i :
iW(P,s,) = n min EEEEEE—TY
Pyl Ai(Pose) = Ty P2+ 202 PaplsPiP=roz, [A-L(P,s,) P
<k<
with equality if and only if e )
= % (92)
R,, = PoL Npoj + Pyo2, +p; 02’
Case 3_512) < o2andP > 2L: From (68),q; is lower Using the Cauchy—Schwartz inequality again, we have
bounded by; > P — L. Then, in this casdA (P, sp)]i min AP (P, s,)
in (83) satisfies Pospillsy) |12=Pro?,
1 1<k<K
—1 2 2 2 2
[A (737 SP)]H < g(No—d + (P - L)Up + phan)' (88) > min 1 (93)

T Pyl l2=Pioz, [A-L(P,s,)]
1<k<K

Note that the equality holds when= P — L, i.e., all the edge
positions are filled with pilot symbols. Thus

0.2

i Xi(P,s,) = n R, =diag Pio2 ..., Pxo; Iy
S PLLGELD NoZ+ (P = L)o2 + p2o? g Proy, K0y ) @ Tns

with equality if and only if

Notice the that optimal design and placement involves pilot

with equality if and only if symbols among all users. This cross-user effect on placement

R, = Po’L can be seen iflRs,, where the off-diagonal;jth block is the
! P cross “correlation” matrix between useand;.
O Case 2—F;, < 2L;,Vk: We do not give a detailed proof in
this case since it can be similarly derived from previous results.
APPENDIX E Similarly, as in Case 1, we see that by Theorem 2, the placement
PROOF OFTHEOREM 4 described in this case minimizgéP, s, ) in (91). Therefore, to
Given in (32), the CRB under the MIMO model is satisfy
min tr[A(P,s,)] = min f(P,sp)
A(P,sp) Pspillsi |2 =Pio2, T sl =P, !
= op[(E{Rs} + opdiagp; Iz, . 05, Az ) @ Tar] 7 LSksK LsksK
Again, ass can be decomposed ingg ands,, we have we require
R, = diag P02 P In. O
B(R,) =B(FA (s)F(s2)} + F¥(5,)F(s,) = daGPy, - Py, ) T
R +RY) .
B ! T 1 APPENDIX F
- e © I PROOF OFTHEOREM 6
N RO 4 R(K ) ) .
Sd 89 From the CRBA(P, s, ) for channel estimators given in (46),
(89) we have
whereR{" and Rglj) are the autocorrelation matrices for the " e
kth user defined under the SISO model. trA(P,s,) =tr |G (U G"E{Rs}G + p;, I) G
From the above equation, we can see that the expression of the " .
kth diagonal block (corresponding to théh user) is the same _ H -
as that in the SISO case. Thus, we have =tr o2 G E{Rs}G + ;1
' 1 r 2
AT PN = S [E{RDsHa+ 07 (90) - % 94
% =2 N (GFHR.IG) § 2 54

Define (91), shown at the bottom of the page.
Case 1, > 2L; + 1,Vk: Notice that (90) only involves
E{R{"} from thekth user; thus, to maximiZ (P, s, )] E{R}i; < Noj + Po? (95)

22 !

where E{R5};; is upper bounded by

K Lip+1 2

fPs)2S Y an : (91)

1S (N Pl= Lo, + (03 = o )LV () + o7, 0
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with the equality iff the placement described in (48) and (49) is [9]
satisfied, where the total pilot power is concentrated on those

pilots in the midamble positions.

Note that by definition, for any orthogonal pilot sequerge
R, is diagonal. Consequently;{R;} is a diagonal matrix.
Therefore, we have

XT: M(GEE{RG) =tr[GEE{R,}G] = Z a’E{R}q;
- <rAmax(F{Rs}) = rlljllax E{Rs}i

<r(Noj + Po}) (96)

where equalities hold wheli{R;} = (NoJ + Po2)L
Thus, minimizing tA (P, s,) is equivalent to

o2

n}\lin Zz:; MGTERIG) + 207 subject to

XT: MN(GPE{R}G) < r(Noj + Pa?). (97)
=1

Hence, tA(P,s,) is minimized all

Mi(GHE{R:}G) equal

by making

M(GPE{R}G) =Noj+ Poli=1,....r
and, at the same time, satisfying
E{Rs} = (Noj+ Pol)L

Therefore, the placement described in the Theorem gives
minimum CRB shown in (50). O
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