Detecting Information Flows: Improving Chaff
Tolerance by Joint Detection

Ting He and Lang Tong
School of Electrical and Computer Engineering
Cornell University, Ithaca, NY 14853
Email: {th255,It353 @cornell.edu

Transmission activities Information flows

Abstract— The problem of detecting encrypted information
flows using timing information is considered. An information
flow consists of both information-carrying packets and irrelevant
packets called chaff. A relay node can perturb the timing of
information-carrying packets as well as adding or removing chaff
packets. The goal is to detect whether there is an information flow
through certain nodes of interest by analyzing the transmission
times of these nodes. Under the assumption that the relay
of information-carrying packets is subject to a bounded delay
constraint, fundamental limits on detection are characterized as
the minimum amount of chaff needed for an information flow
to mimic independent traffic. A detector based on the optimal
chaff-inserting algorithms is proposed. The detector guaranteg
detection in the presence of an amount of chaff proportional to

the total traffic size; furthermore, the proportion increases to S Wireless node ® Eavesdropper
100% exponentially fast as the number of hops on the flow path . ) ) .
increases. Fig. 1.  Detecting information flows in a wireless ad hoc netwaby

Index Terms— Information flow detection, Chaff-inserting al- eavesdropping transmission activities.

gorithms, Chaff tolerance.

|. INTRODUCTION through S or R will cause noise in the detect_loq because
_ _ _ ~_ the measurementS; and Sy will contain transmissions not
Consider a wireless ad hoc network illustrated in Fig. helonging to the information flow of interest. Another sairc
where multiple source-destination pairs are communigatigf noise is dummy packets actively inserted Byor R to

along certain routes. Suppose that we do not trust any nog¢gade detection. Both multiplexed traffic and dummy traffic
in the network, and nor do we know the routing protocokre calledchaff noise

Furthermore, assume that all the packets are reencrypted at
every relay node so that the only observation we can obtainAs Related Work

the transmission times of the nodes. Under these constraint The problem of detecting information flows has mainly been

we want to know how information is transmitted in the,yqrassed in the framework of intrusion detection.1995,

network. Staniford and Heberlein [1] first considered the problem of

Suppose we deploy eavesdroppers in the network to recQidyning-stone detection. The key problem in steppingesto
node transmission timésThe problem is to detect information yatection is to reconstruct the intrusion path by analyzing

flows pasgd qn timing info_rmation. The challenges e th%rious characteristics of the attacking traffic. Relateatkw
transmission times are subject to perturbations due toyslela, ihe Jiterature only considers pair-wise detection.

reshufiling, 'etc. Moreoyer, traffic multiplexing at the rela Early detection techniques are based on the content of the

_node_s may introduce noise to the me_asureme_:nts. For examp ic; see.g..[1], [2]. To deal with encrypted traffic, timing

'E Fig. hl if we want to (;I]etecth an |rr]1f0rr_n?t|on flow f?longcharacteristics are used in detection, such as the On-@ftde

the pathS — R — D, then the other information flows yjo, by 7hang and Paxson [3], the deviation-based detebtjon
This work is supported in part by the National Science Foundation under &veird Yoda and Etoh [4]’ and the paCket interarrival-based dﬂlﬂ!Ct.

0635070, the U. S. Army Research Laboratory under the Collaborative Teckinblog by Wang et al. [5] The drawback of these approaches IS

liance Program DAAD19-01-2-0011, and TRUST (The Team for Research in Ubiquito i imi i
Secure Technology) sponsored by the National Science Foundation under a@rd Cmat they are vulnerable to active tlmmg perturbatlon w th

0424422. The U. S. Government is authorized to reproduce and distributetseforin  attacker.

Government purposes notwithstanding any copyright notation thereon. Donohoet al. [6] were the first to consider bounded delay
1We assume transmitter code and that the eavesdroppers knowodee

of the monitored nodes so that energy tests can be performedetuify perturbati_on. They showed tha_t if paC_ket dE|E_lyS_ are bound_ed
transmission activities. by a maximum amount, then it is possible to distinguish taffi



containing information flows from independent traffic. Theianalysis. Then Section V concludes the paper with a few
work was followed by several practical detectors, inclgdincomments.
the watermark-based detector by Wang and Reeves [7] and

the counting-based detector by Bluhal. [8]. . . L .
The problem becomes much more challenging when ch ﬁSuppose that we are interested in detecting information
il ws throughn nodes, as illustrated in Fig. 2. L&t (1 =

can be inserted. In such cases, there are only incompl & . ;
solutions in the literatureg.g.,[6], [8]-[10]. Donohoet al. [6] .?’ --» 1) be the process of transmission times of ndde

showed that there will be notable difference between inferm ™"
tion flows and independent traffic if chaff traffic is indepentl Si = (Si(1), Si(2), Si(3),...), i=1,2,...,n,

of the flows of information-carrying packets. Peagal. [9] whereS; (k) (k > 1) is thekth transmission timeof node R;.
and Zhanget al. [10] separately proposed active and passive -

packet-matching schemes which can detect information flows T M T

if chaff packets only appear in the outgoing traffic of theayel Sa:

node. Blumet al. [8] modified their counting-based detector
to handle a limited number of chaff packets at the cost of gn:
increased false alarm probability.

Il. PROBLEM FORMULATION

B. Summary of Results and Organization

We consider the problem of detecting information flows in
a wireless ad hoc network by measuring transmission times of
the nodes of interest. Assuming that the relay of infornmatio
carrying packets is subject to bounded delay perturbatien, _

. . Fig. 2.
make detection based on the difference between the transrmgasurin
sion patterns of information flows and independent trafftoe T
main challenge is that our measurements may contain chafif none ofS; (: = 1, ..., n) belongs to the same information
packets. Our goal is to investigate the limits of timingdmhs flow, they should be jointly independent. OtherwisgSf)7
detection in the presence of arbitrarily inserted chaffs&gi is an information flow, then it can be decomposed into an
and develop detectors which can tolerate a significant amoimformation-carrying par{X;);—, and a chaff par{\;)!",.
of chaff. That is, (S;)™_, is an information flowif* S; = X; @ W; for

The main contribution of this paper is a general form of=1,..., n, and(X;)", satisfies the following definition.
detector which is designed specifically to provide guareshte Definition 2.1: A sequence of processeX, ..., X,,) isa
detection in the presence of chaff noise. Although previogsire information flowf there exist bijectiongy; : X; — X; 14
work (e.g.,[6]) has claimed that detection is always possiblé = 1,..., n—1)> such thatg;(s) —s € [0, A] for all s € X;.
if chaff noise and the information-carrying packets areeind The bijectiong; is a mapping between the transmission
pendent, we have shown in [11] that with arbitrarily insértetimes of the same packets at nodgs ; and ;. The condition
chaff, there are limits on the amount of chaff noise beyorifiatg; is a bijection imposes packet-conservationonstraint,
which no timing-based detector can work well. In this papeir€., every information-carrying packet generates one and only
we develop a threshold detector based on the optimal chaffe relay packet at each relay node. The condiigr) —s >
inserting algorithms. The detector guarantees detecticall o 0 is thecausalityconstraint, which means that a packet cannot
the information flows with fractions of chaff bounded by théeave a node before it arrives. In additiog(s) — s < A
detection threshold. We prove that the detector has vamjshimposes éounded delayonstraint, meaning that no packet
false alarm probability as long as its threshold is smalient can be held at a relay node for longer than
the minimum fraction of chaff needed to mimic independent Suppose that the detector startgaand takes observations
traffic. The proposed detector is shown to be optimal in dgali for a durationtz. We are interested in testing the following
with chaff noise; in particular, as the length of the flow pathypotheses:
increases, the tolerable fraction of chaff noise incretsesne Ho Si, So,..., S, are jointly independent
exponentially.

The rest of the paper is organized as follows. Section Il
formulates the problem. Section Il characterizes the &undby analyzing; N [to, to +t] (i = 1,..., n)®. We say that
mental limits on timing-based detection. Section IV présen 3 , .

. . . . ssume no simultaneous transmissions.
an information flow detector together with its performance 4the operatord is the superposition of process¢s:, as,...) and
(b1, b2, .. .), defined aga;)52, P (b:)52, = (ci)52, Wherecy <c2 < ...

2We consider arbitrarily inserted chaff noise because hésrhost difficult and{a;}32, U{b:}32; = {ci}2;.
to handle. If (part of) the chaff noise is from multiplexedffi@on different We useX; to denote the set of elements X;. _
paths, then it may be subject to certain constraints, and palysis will bGiven a process = (s;)52,, SN [a, b] is the truncated process defined
provide lower bounds on the detection performance. as(sj)lj:k, wheres;_1 < a < sg, ands; < b < s741.

Detecting information flows through nodés, Ra,..., R, by
g transmission activities of these nodes.

Hy - (Si)?zl contains an information flow



(S;)i—, contains an information flowf 37 C {1,..., n} such We calculate CTR by analyzing the CTR of the optimal chaff-
that (S;),.; is an information flow,i.e., S; = X; @ W; for inserting algorithms.
i € I and (X;),.; is a pure information flow. Assume that
the detector knows\ but nott, or traffic beforety. This is A. Limits on Detectin@-hop Flows
a nonparametric hypothesis testing; no statistical assang
are made at this point (although additional assumptions:erun(il<n
‘H, are needed for detailed analysis).

To characterize the amount of chaff, we introduce t
following definition.

Definition 2.2: If (S;)7_; is an information flow, then its

chaff-to-traffic ratio(CTR) in the intervalty, to+t] is defined g g
as 1 2

W 1 o, to -+ 1] o 11 gl I Il

Suppose that as illustrated in Fig. 3, we are interested in
owing whetherR; is relaying traffic for Ry, i.e., whether
h(esl’ Sy) forms a2-hop information flow. Nodes?; and Ry
may want to hide the information flow by inserting chaff
packets to make their transmission activities independent

CTR( t) = =

S 184 A [tos to + ]| & Itz
i=1 Fig. 3. Hi: (S1, S2) is a2-hop information flow.
i.e., CTR(t; o) is the fraction of chaff packets in the interval
[to, to + t]. The problem becomes that give$y (i = 1, 2), how to
Due to the nonparametricness &f;, we introduce a novel partition it into X, and W; such that(X;, X5) is a pure
measure of detection performance. information flow.
Definition 2.3: An n-hop detectoré can tolerate r (r € To solve this problem, Blumet al. in [8] proposed a
[0, 1]) fraction of chaff if greedy algorithm called “Bounded-Greedy-Match” (BGM). As
1) lim Pg(8) = 0; illustrated in Fig. 4, BGM
2) tfrflo sup Py (6) =0, wheré 1) matches every packet transmitted at tisria S; with the
t=00 (87, €P first unmatched packet transmitted[iy s + A] in Sa;
2) labels all the unmatched packetsSn and S, as chaff.
P ={(X; @WZ)?:l : limsup CTR(¢; tg) < r a.s}. ) P ; 2
t—o0 It is easy to see that BGM has complexi®(|Si| + |S2]).

That is,d has vanishing false alarm probability and vanishintjterested readers can find the pseudo code implementdtion o
miss probability for alln-hop information flows with asymp- BGM and all the algorithms in this paper in [12].
totic CTR bounded by almost surely.

The chaff toleranceof a detector is the maximum fraction Chaff
of chaff that it can tolerate. s /

S
IIl. FUNDAMENTAL LIMITS ON TIMING-BASED
DETECTION

From the detector’s point of view, there is no difference
between an information-carrying packet and a chaff packet. .
Therefore, ideally, it is possible for an information flow to ‘QAA AN
mimic any transmission pattern as long as enough chaff can Chaff
be inserted. It implies that there must be a fundamental
limit on the chaff tolerance of any timing-based detectar. |
this section, we _characterize thi; fundamental limit by GTR  1ha output of BGM is a partition of5; (i = 1, 2) into
(n > 2)—the minimum asymptotic CTR needed for aop (x, yy,). The CTR of BGM in[to. , + ] is the CTR of this
information flow to mimicH,. Specifically, for(S;)?_, under partition in the given interval, denoted by CIR(t; to).

Ho, Despite being greedy, BGM has been shown in [8] to be the
CTR: EN inf{r € 0, 1]+ 3(X;)",, (W;)", satisfying: optimal chaff-inserting algorithm fo2-hop information flows
. because it minimizes the number of chaff packets for amyitra
1) S; :XZ@WZ for i = 1,..., n

’
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Fig. 4. BGM: a sequential greedy match algorithm.

traffictC.
2) (Xi);=, is a pure information flow The optimality of BGM allows us to characterize CTRy
3) limsup CTR(¢; t9) < r a.s}. (1) analyzing the CTR of BGM. If, in particular, the traffic under
t—o0 Ho can be modelled as Poisson processes, then we have the

"We useW; ands; to denote the set of elementsiiFi; and.S;, respectively. fOHOWIng result.

8We denote false alarm probability b (-), and miss probability by
P(e). 10The original proof in [8] is for independent binomial processbut it
9Here a.s.means “almost surely”. holds for arbitrary traffic.



Theorem 3.1:If S; and S; are independent Poisson promatched withss. If so does not have a match ifi3, then
cesses of rates; and \,, respectively, then with probability MBDR will try to match s; with the next unmatched packet
one, the CTR of BGM satisfies in Ss. If there is no more packet left in the intenjal , s; +A]

thm CTRuw (t: o) in S5, MBDR labelss; as chaff.

(2=A1) (1431 ) et 1722
(A1+/\2)(1—(§7) eA(*1**2)>
T

Proof: See Appendix.
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Remark: Suppose that undét,, S; andS; are independent 82
Poisson processes with maximum rateThen from Theorem
3.1, it can be shown that/(1 + AA) is the minimum
asymptotic CTR for BGM to mimicH,. By the optimality
of BGM, we see that CTR=1/(1 + \A).

The value of CTR establishes a fundamental limit on

pairwise detection because if nod&s and R, can insert at

least CTR fraction of chaff, they can generate transmission \ote that forn — 2, MBDR is equivalent to BGM. A di-
activities according tG7, and use BGM to schedule the trans;gt implementation of MBDR has complexi@/((A\A)"S]),
missions of information-carrying packets so that no timingynere )\ is the maximum rate 0f1,..., S,. The complexity

based detector can distinguish the two hypotheses. Henggy, pe reduced t6(n2|81]) by expanding the recursions; see
CTR; is an upper bound on the maximum chaff tolerance; o1

Note that as\A — oo, CTR; — 0; indeed, this result shows

Ss

53

Fig. 5. MBDR: a recursive greedy match algorithm.

that pairwise detection is vulnerable to chaff noise.

In [11], we developed a chaff-inserting algorithm called
“Greedy-Relay-Embedding” (GRE). It can be shown that

In [11], we characterized the asymptotic CTR of BGM fofygpR "and GRE are equivalent except that GRE does not

the special casea; = \,. Blum et al. in [8] gave a different
result by ignoring the causality constraint. Donoéibal. in

contain recursions. Algorithm GRE has been shown in [11] to
find the largest number of matched packets, or equivalently,

[6] claimed that it is possible to detect information flow$pe minimum number of chaff packets. Therefore, MBDR is

with arbitrary CTR; their claim, however, is based on th
assumption that the chaff processes are independent of thEet CTRuson(; t0)
BDR )

processes of information-carrying packets.

B. Limits on Detecting Multi-hop Flows

In Section IlI-A, we have established a fundamental lim
on pairwise detection. In this section, we extend the resu
to multi-hop information flows and show that it become

increasingly difficult to hide an information flow as the I¢img

of the flow path increases. Our approach is parallel to that

Bptimal.

be the CTR of then-hop information
flow (S, = (X; @ W;), partitioned by MBDR. It is
proved in [11] that ifS; ( = 1,..., n) are independent
fPoisson processes of maximum tata, then the asymptotic
f{action of information-carrying packets found by GRE is
ypper bounded byl — e~ )=l je., with probability one,

lim CTRMBDR(t; tO) >1- (1 - (2)

t—oo

e—/\A)n—l.

for 2-hop flows. We first develop an optimal chaff-inserting syppose that undét,, S;’s are jointly independent Poisson
algorithm for multi-hop information flows and then analyzeygcesses with rate up ta Then by (2) and the optimality of

the CTR of that algorithm.
To insert chaff into am-hop flow ¢ > 2), we extend BGM
to a recursive greedy algorithm called “Multi-Bounded-&el
Relay” (MBDR). Given(S;),, MBDR
1) matches every packet transmitted at timein S; with
the first unmatched packet in the interyad, s; + A] in
So, conditioned on that this packet has a matctbin

2) fori =2,..., n—1, matches a packet &t in S; with
the first unmatched packet in the interyal, s; + A] in
Si+1, conditioned on that this packet has a matcljn,
(assume every packet il, has a match);

3) after trying to match all the packets B, labels all the
unmatched packets as chaff.

For example, consider tt8=hop information flow illustrated
in Fig. 5. To matchs; € 8;, MBDR recursively looks for a
match fors,. Sinces, can be matched with; € 83, s1 is

MBDR, we see that CTR> 1— (1 — "1 Asn — oo,
CTR;, — 1 exponentially fast. Therefore, the information flow
will eventually be saturated with chaff as the length of tiogvfl
path increases, indicating that it is almost impossibleitte h
information flows with arbitrarily long paths.

e—)\A)

IV. INFORMATION FLOW DETECTOR

Having established the fundamental limits on detection, we
hope to develop detectors to achieve these limits. In this
section, we present a general form of detector and analyze
its performance.

We propose to detect information flows by a threshold
detector based on the optimal chaff-inserting algorith@igen

11The original proof was for equal rate Poisson processesit lisiteasily
generalizable to the maximum rate case.



(Si N [to, to +t])7; (n > 2), the detector is defined ¥s at the cost of more false alarms. In particular, as—» 0,
it TRt o) < the chaff tolerance of the proposed detector convergeseto th
5((Si N [to, to+t])iey; ™) = { ) 20) = T fundamental limit. Therefore, the detector is optimal ir th
g 0 o.w, . . .
sense that it provides the maximum chaff tolerance.
where CTR(t; t,) is the CTR of MBDR on the measurements Note that although CTR (n > 2) is unknown, one can
excluding chaff packets iff;N[to, to+(i—1)A) (i = 1,...,n). choose the threshold by, = 1— (1—e~*2)"~! to guarantee

That is, if W; (i = 1,..., n) are the chaff processes found byexponentially decaying false alarm probability.
MBDR, then V. CONCLUSION
zn: Wi N [to+ (i — 1A, to+ ]| This paper presents an information flow detector which
CTR(t; to) = =L _ has the maximum tolerance of arbitrarily inserted chaftaoi
2": 18: N [to, to +1]] We point out that although the detailed analysis is done for

independent Poisson processes, the detector also apgplies t

The idea behind this detector is to target at the informatidtiher types of traffic except that the threshold may need
flows that are the most difficult to detect. Since CiRt,) adjustment. The proposed detector coupled with capacity
is based on the CTR of the optimal chaff-inserting aIgorithﬁP”Stra'”tS between neighbor nodes can capture all the long
and is adjusted (by ignoring chaff i§; N [to, to + (i — 1)A)) lived information flows with positive rate and sufficientlyrig
to take into account the packets stored at the relay nod&hs.
irr1]itially, itis guarante_?g to ]E)e noblargerkt_han(;he_ a_ctual?)()ﬂ' . VI. APPENDIX
the measurements. Therefore, by making decisions based o
CTR (t; to), we make sure that it is possible to evade detectidh nProof Of Theorem 3.1 . _ _
only if the information flow contains more thar fraction of ~ Sequentially match packets i} with those inS, and let
chaff packets; equivalently, the detector has no miss tietec i be the delay of theth packeti.e., Y; = Sx(i) — 51(i).
for up to 7,, fraction of chaff. Define

The threshold needs to be chosen to guarantee vanishipngs . . ) )

=Y —Yi1= - -1)) - - —1)).
false alarm probability. For pairwise detection, we proke t 1= (52(0) = 820 = 1) = (1) = Sii = 1))

Il
—

2

following result. We see thatZ;’s are i.i.d. random variables, and eagh is
Theorem 4.1:Assume that undet{y, S; and S, are in- the difference between two independent exponential random
dependent Poisson processes of maximum hatéf =, = variables with mean/\, and1/\;, respectively. The process
1/(1 + X A), then the false alarm probability satisfies {Y;}2, is a general random walk with steps's. DefineY, =
0.
1
A}im N log Pr(8) < —=T'(A, X, A), Now for every chaff packet inserted atin S», we insert

a virtual packet att in Sy; for every chaff packet at in
WherelN = |81 N [to, 75/0 + U] + 82 N [to, to + t]], and g, we insert a virtual packet at+ A in S, as illustrated in
(A, N, A) >0 for all A > A Fig. 6. Let the new delays after the insertion of virtual petek
Proof: See Appendix. m Dbe{Y/}52,. It can be shown thafY/}22, is also a random

. walk with stepsZ;’s, but it has two reflecting barriers atand
Remark:Theorem 4.1 says that the false alarm probabilitg ie.

of pairwise detection decays exponentially as longhas> Y/ = min(max(Y_, + Z;, 0), A)
A, or equivalently,», < CTR}. Definition of the function J i—1 Iy
T'(A\, N, A) can be found in the proof. A key property of
(A, X, A) is that it is an increasing function of. Virtual
By similar arguments as in the proof of Theorem 4.1, it pajket ~— A —
can be shown that for generathop joint detection, ifr,, = 04 %\ . Sq
CTR;, — e for any e > 0, then the false alarm probability : ) Lo
satisfies
Jim L 1og Pr(5) < —ou(e: A, A) 0 "y 5
where o,,(¢; A\, A) is positive for alle > 0, and it is an Chaff  Actual

. : . acket
increasing function ot. P

The parametek represents a tradeoff between the chaffig. 6. Inserting virtual packets to calculate the delaysludff packets.

tolerance and the false alarm probability. A largeteads ) o ) )
Since it is almost surely impossible fof/_, + Z; to be

to faster decaying false alarm probability but less toleean :
exactly equal td) or A, each timeY] = 0 or A corresponds

of chaff, whereas a smaller enables more chaff tolerance ) . -
to an escape across the barriers which results in a chafépack

12Here §(-) = 1 denotesH1, and§(-) = 0 denotesH,. Specifically, Y; = 0 corresponds to a chaff packet i,



and Yj’ = A corresponds to a chaff packet ify,. Thus,
asymptotically, the probability for a packet to be chaff is
ha/(1 — hg) in Sy, and ho/(1 — ha) in Sy, where kg
hm Pr{Y; = 0}, andha = hm Pr{Y; = A}. The overall
probablllty for a packet inSy EBSQ to be chaff is

Mha A2hg

Plugging in (4) yields that

.1 1
lgnooﬁlogPF((S) TTENA s A D(W||T»)
< T\ N, A),
where
1 -
L\, N, A)= DW||T>),

(A1 4+ A2)(1 — ho) * (A +A2)(1—ha) )

To calculatehg andha, let the equilibrium distribution func-
tion of Yj’ be H(z), i.e., H(x) lim Pr{Yj’ < a}. lItis

shown in Example.16 in [13] thatj

1—

ﬁi if A\ # A
ho=HO)=§ (% Namw A A
0.W.
and
() 2(-5y) 2
2 2 f
ha =1-H(A-) = 1— (k;) eAA1—22) T A1 7 Az,
—2_,'_)\ A 0.W. [3]
By ergodicity of {Y/}32,, we see that CTR.(t; t0) (4

converges to (3) almost surely. Therefore, we have that with
probability one,

5]
tlim CTRsem(t; to)
(/\27/\1)(1 (T;) A(A— Az)) ) (6]
= (A1+)\2)(1*(§—1) A(A17A2)) |f )\1 7& )\27
YN if A\ = Ao
[
[7]
B. Proof of Theorem 4.1
Define 77 to be the number of packets i € S, until
the first chaff packet, including the first chaff packet, &d (8]
(¢ > 1) the number of packets between thie— 1)th andith
chaff packets, excluding thié—1)th chaff packet but including
the ith. Then the false alarm probability can be written as [
N/
Pp(5) = Pr{—2T>1+)\A} @ g
where N’ = N/(1 + NA).

Define Y; the same as in the proof of Theorem 3.1. Fqfy;
1> 2, T;’s arei.i.d. with the distribution

inf{n:Y,<0orY, >A|Y,=0} (5)

Now thatmax(\;, A2) < A, by Theorem 3.1, we know that
the asymptotic CTR of BGM is no smaller thar(1 + AA)

hm 1 Z T; < 1+ AA almost surely,

(12]

(13]
almost surely,i.e.,

1+ MNA ]E[W]>1+/\ A

andT), is defined in (5) but for the special case = A2 = A
For X > X (assumeA > 0), we haveE[W] > E[T3], and
thereforel’(\, A, A) > 0.
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