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Cross-Layer Designs of Multichannel Reservation
MAC Under Rayleigh Fading
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Abstract—We consider a reservation-based medium access con-
trol (MAC) scheme where users reserve data channels through a
slotted-ALOHA procedure. The base station grants access to users
in a Rayleigh fading environment using measurements at the phys-
ical layer and system information at the MAC layer. This paper has
two contributions pertaining to simple reservation based medium
access. First, we provide a Markov chain formulation to analyze
the performance (throughput/channel utilization) of multichannel
slotted system. Second, a Neyman–Pearson like MAC design op-
timized for performance is presented. This design can serve as a
benchmark in evaluating the performance of other designs based
on conventional physical layer detectors such asmaximum a pos-
teriori probability, maximum likelihood, and uniformly most pow-
erful detectors. Results show that utilizing system information in
addition to the physical layer measurements indeed leads to a gain
in performance. We discuss the issue of further improving the per-
formance in fading by means of multiple measurements and also
comment on the delay/channel-utilization trade-off for the optimal
MAC design.

Index Terms—Cross layer design, decision theory, medium ac-
cess control, multichannel reservation, multiple access, Neyman–
Pearson MAC design.

I. INTRODUCTION

STANDARD designs of reservation-based medium access
control (MAC) consist of two separate steps: a detector at

the physical layer (PHY) that estimates the number of requests
on a particular channel and an acknowledgment protocol at the
MAC sublayer based on the PHY layer output. Typically, if each
channel can accommodate a single transmission, the detector at
the physical layer tests the hypothesis that there is exactly one
user requesting the channel. For example, a simple MAC design
for the random access channel (RACH) of the UMTS-WCDMA
[18] may acknowledge a particular channel if the strength of the
measured signal exceeds certain thresholds [11], [20].

It is not obvious that treating the MAC problem as one of
detecting the number of users followed by some acknowledg-
ment protocol leads to any optimality at the MAC layer; the de-
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tector that minimizes the probability of detection error at the
PHY layer need not be the one that maximizes the throughput
or the one that minimizes the expected delay. In their seminal
papers [9], [16], Kleinrock and Tobagi analyzed the impact of
physical layer detection of the busy-tone in the context of car-
rier sensing multiple access (CSMA). There they showed the
unusual effects of missed detection and false alarm on the MAC
throughput.

Also missing in the separate design of PHY and MAC layers
is the possibility of utilizing the MAC parameters at the physical
layer and, in the reverse direction, the measurements at the PHY
layer in the MAC acknowledgment. This interaction is particu-
larly relevant in a multichannel MAC where the traffic statistics
of the number of users requesting a channel are intertwined with
the number of channels that are occupied in a particular time
slot. Passing down the information on the number of available
channels at a particular time to the detector may improve the
performance.

In this paper, we consider a generic multichannel reserva-
tion-based MAC in a Rayleigh fading environment where
users request transmissions by sending a signature randomly
chosen from a pool of orthogonal codes representing the set
of available channels. The receiving node grants or denies
their transmissions based on the measured signal strength.
A collision occurs if multiple users send requests for
a channel and that channel is acknowledged by mistake. On
the other hand, if a channel is acknowledged without any user
requesting it, it is mistakenly taken out of the pool of available
channels for other users, which causes inefficient channel
(code) utilization, heavier traffic, and more frequent collisions
in other channels. Such random access schemes have been
proposed for the UMTS-WCDMA [18].

One of the difficulties of a joint PHY and MAC design, in
general, is the lack of analytical expressions that relate MAC
performance to PHY layer parameters. Our first objective is
to obtain such an analytical expression. We model the MAC
scheme as a finite state Markov chain for which a stationary
distribution exists and is parameterized by two probability vec-
tors. When the number of codes assigned to the receiver is two
( ), the stationary distribution can be obtained exactly,
which leads to an analytical expression for the MAC throughput
as a function of certain MAC parameters.

The second step is to optimize the MAC function based on the
throughput expression. Here we derive the optimal randomized
MAC function that maps the measurements at the PHY layer and
the system states to the probability that a channel is acknowl-
edged. In a proof similar to that of the celebrated Neyman–
Pearson Lemma, we give the form of the optimal MAC function.
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The third step is to compare the optimal MAC with several
suboptimal but simpler MAC functions. Some of these subop-
timal MAC protocols also employ the idea of cross-layer design
but make less restrictive assumptions on the traffic statistics. The
performance loss is evaluated through simulations.

The approach presented in this paper applies to two different
types of networks. The first is the cellular network where the
base station allocates channels using some form of demand-as-
signment strategies. The second type is thead hocnetwork that
employs code division multiple access (CDMA) and receiver-
based transmission protocol [15]. In such a network, a trans-
mitting node wishing to communicate with a receiving node
must know and use codes assigned to the receiver, and a re-
quest-acknowledge process may be necessary. The MAC con-
sidered here is similar to the widely used RTS-CTS protocol, ex-
cept that the request and acknowledgment are performed at the
signal level. Forad hocnetworks, the number of codes available
at each node is small, which makes our exact analysis attrac-
tive. On the other hand,ad hocnetworks are often half-duplex,
and the ultimate performance is measured by the end-to-end
throughput. Our results should be viewed as applicable to the
local MAC performance when the node is in the receiving mode.

Although the literature on the joint optimization of PHY and
MAC sublayers is scarce, there has been recent interest in the
cross layer design of MAC for wireless networks [17]. Signal
processing techniques have been used for separating colliding
packets [19], [22], and more sophisticated MAC protocols are
needed to take advantage of the improved PHY layer [1], [21].
The impact of PHY layer performance (fading, capture, and
multipacket reception) on the MAC layer has been investigated
by a number of authors [3], [7], [13], [14]. Chockalingamet al.
[6] investigated a multichannel reservation system very similar
to the one presented here. However, the issue of designing an
acknowledgment strategy does not arise in the setup they con-
sider. Kleinrock and Tobagi were, perhaps, the first to address
the issue of detection error on the (CSMA) MAC protocol. The
idea of combining signature detection with channel allocation
was considered by Butala and Tong [4], [5]. The optimal MAC,
however, was not considered there.

The paper is organized as follows. We present the basic
functions and assumptions for mobile and base stations and the
fading signal model in Section II. In Section III, we present the
Markov chain formulation for obtaining the throughput which
is the criterion for optimization. Section IV presents the optimal
MAC design based on the received signal power and the number
of available codes. Other sub-optimal designs are considered
in Section V. In Section VI, we deal with issues such as delay
and improving the throughput through multiple measurements.
Simulation results are presented and analyzed in Section VII,
and some concluding remarks are given in Section VIII.

II. SYSTEM MODEL

The system considered here is similar to that used in the
random access channel (RACH) in WCDMA [18] and is illus-
trated in Fig. 1. It is worth pointing out again that we use the term
base stationto include the usual cellular base station, as well as
clusterheadsor privileged nodes that have multiple codes in an
ad hocnetwork.

Fig. 1. Reservation-based random access CDMA scheme. CMF: Chip-
matched-filtering and sampling. MF: Code matched filter.

A. Mobile Stations

The random access scheme is based on slotted ALOHA
channel reservation. At the beginning of slot, the base station
broadcasts a set of available orthogonal preamble signatures
for uplink reservation. We will denote the number of available
signatures by ; thus, , where is the total
number of channels in the system. An interested user transmits a
randomly selected signature fromand waits for an acknowl-
edgment. If a positive acknowledgment is received, the user
proceeds to transmit data using an orthogonal code that has a
one-to-one relationship with the preamble signature. The data
transmission lasts for a fixed duration ofslots. If a channel is
acknowledged when two or more users attempted access, a colli-
sion occurs and the channel becomeslocked, i.e., it is unavailable
to the other users even though the channel is not contributing to
the throughput. We further note that a channel might get locked
when the base station transmits an ACK even when no user is
attempting access. Regardless of the way a channel is occupied,
we assume that the channel remains unavailable to other users for
a length of slots. The rationale for this assumption is that a base
station expects data transmission to follow on an acknowledged
channel. In case no acknowledgment is received, the user backs
off and retries after a random delay. A user’s back-off timer may
expire when no channels are free; in such a case, it will reset
its back-off timer to a new random value. We assume that no
preamble power ramping is carried out i.e., a user does not
increase power on retries.

We make the classical assumption that the access attempts,
which include new arrivals as well as retries, are points of a
Poisson process with intensityattempts/slot. We emphasize
that denotes the aggregate attempt rate and not the packet ar-
rival rate. It corresponds to the parameterused by Kleinrock
and Tobagi in their analysis of CSMA [9]. In light of this as-
sumption, the resulting throughput analysis should be seen as
a steady-state analysis (the input arrival rate being equal to the
departure rate) with stability implicitly assumed. The Poisson
assumption, of course, may not hold in practice, and it disre-
gards the detailed retransmission mechanisms. In addition, by
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making this assumption, we have implicitly assumed that we are
working with an infinite-user, single-buffer scenario. Nonethe-
less, this assumption lends itself to tractable analysis that can
yield sufficient insight for dealing with more realistic scenarios.
See [2, ch. 3 and 4], [9] for comments in this regard.

B. Base Station

After announcing the available preamble signatures, the
base station performs matched filtering for each code in.
Based on the output of each matched filter, the base station
makes decisions on acknowledgment. The assumption of
Poisson arrivals makes it possible for individual channels to
take decisions independently, as shown in Fig. 1.

To assemble the set of available preamble signatures for the
next slot, the base station first takes out codes acknowledged
in the current slot. It then checks whether any codes had been
allocated slots earlier (which should now be free) and adds
these released codes to the new signature pool.

C. Signal Model

The preamble power received at the detector is a critical pa-
rameter in the MAC design problem. The results obtained in this
paper apply to systems in which transmissions over different
channels are orthogonal. This orthogonality can be achieved by
various means we are familiar with—channels could be sepa-
rated by means of codes, time, frequency, or a mix of them.

We will now obtain the distribution of received power for the
specific signal model used in this paper that achieves this or-
thogonality through codes. As shown in Fig. 1, the detector takes
as its input the sampled chip-matched filtered signal. We as-
sume that the transmitted signal undergoes Rayleigh flat fading,
where the Rayleigh parameter has the same value () for each
user. This corresponds to a situation in which power control
has been achieved to combat long-term (shadow) fading, but the
system is still susceptible to short-term fluctuations in the signal
strength. Assume that in slot, channels are available,
and users contend for reservation. The sampled output of the
chip-matched filtered can be written as

(1)

where are the complex amplitudes that are realizations of
i.i.d. random variables (in keeping with our assumption of partial
power-control) with distribution , where is the
signal-tonoise ratio (SNR); symbols in bold font denote vectors
of length , which is the signature length. The signatures

belong to the set of available orthogonal signatures
. The elements of have a one-to-one rela-

tionship with the set of available channels, and for
( denotes the Hermitian operator). The noise term

is a realization of AWGN with distribution ,
in accordance with our definition of as the SNR.

At the th detector, decorrelating with the signature, we get

(2)

(3)

where is a realization of , being the
number of users selecting signature, and is a realization of
a random variable with distribution . The assump-
tion of the arrivals being Poisson implies thatitself is a re-
alization of . We can interpret to be a
realization of . Thus, the received
signal power has the distribution

(4)

The MAC must use the received signal to decide whether or
not a single user is requesting access, i.e., if and,
then, based on the accuracy of this decision, carry out the ap-
propriate acknowledgment procedure. We note that as a result
of the Rayleigh fading assumption, is circularly symmetric
complex Gaussian, and thus, is a sufficient statistic that can
be generated fromfor this purpose. We will drop the subscript

for the detector here onwards, as given , the working
of each detector is identical to that of the rest.

Now, the size of varies from slot to slot, which makes
the attempt rate time varying at each channel (even though the
overall attempt rate is constant). The fluctuation of the available
signatures and, therefore, fluctuations in traffic affect the distri-
bution of the received signal power. This dictates that a MAC
function should adapt to the system state in order to deliver op-
timal performance making the optimal MAC design problem
nontrivial. In the next section, we give a formulation to com-
pute the performance (throughput) achieved using a given MAC
policy. We will then consider designs that optimize the perfor-
mance in Section IV.

III. MAC PERFORMANCE

We consider MAC functions that devise their acknowl-
edgement (ACK) policies based on the number of free codes
available and the received signal power for each of these. In
this section, we will show that such MAC functions induce a
Markov chain structure facilitating throughput analysis. For a
MAC function , throughput will be seen to depend on
( ) and ; is the conditional probability
of acknowledging a channel, given that there arefree
channels; is the conditional probability ofsuccessfully
acknowledging a channel, given that there arefree channels.

A. Markov Chain Formulation

A channel once occupied remains so for a duration ofslots.
The system, thus, has a memory ofslots. We define the state
vector as

(5)

where is the number of newly locked channels at the
beginning of slot , and denotes the state space. Note that

for all , and thus, is finite, and we can
enumerate the states as in (5). We must represent stateitself
by a vector as . Thus, if , it
would mean that channels got locked
at time for ; here denotes the index
of an element in a vector. The enumeration of the states can be
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done arbitrarily, e.g., for and , an enumeration is
shown in Table I. Thus, when the system is in state 7 , it
means that one of the channels got locked in the previous slot,
and the other channel got locked in the slot before the previous
one, leaving no channels free in the current slot ( ).
Whereas if the current state is 2 , we can say that one of
the channels got locked in the slot before the last one, but the
other channel is free ( ), and users with packets to send
can contend for this free channel.

The Poisson traffic assumption means that the traffic statis-
tics are known when the number of free channels is known. For
our definition of states, the number of free channels with the
system in stateis given by . We see that if the
MAC bases its decisions on the traffic statistics and the received
signal power, the transition probability from current state to the
next depends solely on the two states involved and is indepen-
dent of the transition history leading to the current state. The
system can, therefore, be modeled as a Markov chain with the
states defined as above. The transition probabilities from state

are dependent on —the conditional probability of ac-
knowledging a channel when using the MAC function, given
that there are free channels.

For an enumeration of the states, denote
the transition matrix by . The th entry of the
transition matrix is the probability that the state in slot
is , given that the state in slotwas :

(6)

Now, we have the obvious condition that
, for . We also have the condition that

since the number of channels that
get occupied can only be less than or equal to the number of
available codes. Thus, is nonzero only if

(7)

(8)

When , the condition in (8) becomes

(9)

We note that for any statewith ,1 there is only one that
satisfies (7) and (9), and therefore, for this pair of states

(10)

Fig. 2 shows the state diagram of the Markov chain for
with states as given in Table I. We see that the tran-

sitions from states (states with no free channels) are
fixed.

When , we note from (8) that .
This means that we can go from stateto one of number
of states, depending on how the free channels are acknowledged.
Since the acknowledgment probability is identical and
independent for all free channels, the transition probability from

1Note that we do not define any acknowledgment probability� (0) as there
are no channels to acknowledge when there are no free channels.

TABLE I
STATE TABLE FORN = 2; L = 3

Fig. 2. Markov Chain forN = 2, L = 3.

state to state , provided (7) and (8) are satisfied, is binomial
( , , ), i.e.,

(11)

Referring to Fig. 2, from state 0 (two free channels), we can
either go to one of states 0 and 4 or come back to state 0. In
order to make a transition into state 4, both the free channels
will have to get locked. Since the acknowledgment probability
for a free channel in this case is , both channels get locked
with a probability . Similarly, we come back to state 0
if none of the free channels get locked, which happens with
a probability , as shown in Fig. 2. It can be shown that
the Markov chain is aperiodic and irreducible for arbitrary
and when for all [12]. The proof is
based on the facts that i) any state is accessible from, ii) state

is accessible from any other state, and iii) there is always a
self-loop associated with state .



2058 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 51, NO. 8, AUGUST 2003

Since the chain is irreducible, aperiodic, and finite state,
a unique stationary distribution exists. The calculation of
the stationary distribution from the transition matrix can be
simplified by noting that there exist groups of states that have
the same stationary distribution. For example, with
(with arbitrary ), all the states of the form
will have the same stationary probability as the state .
In the Appendix, we derive the stationary distribution for

for arbitrary . So far, is the case for which a
closed-form expression for the stationary distribution for gen-
eral could be obtained. For other cases, it is, of course, pos-
sible to obtain the stationary distribution numerically. The state
space size increases exponentially withand with

. However, the transition matrix is sparse,
e.g., for , it is easy to show that the number of nonzero
entries is , whereas the number of states is

, so that the fractional number of nonzero
entries is of order . The sparsity holds for general, .

B. Throughput and Channel Utilization

Having obtained the stationary distribution (which we will
denote by ), one can now obtain
figures of merit for network performance. We consider two fig-
ures of merit, throughput, and channel utilization. Throughput is
defined as the average number of successful access attempts per
slot, and channel utilization is the number of successful trans-
missions per slot per channel. Channel utilization can also be
thought of as the fraction of the slots that actually get utilized
for data transmission.

With free channels in a slot, the expected number of suc-
cessful access attempts is . Thus, the throughput can be
written as

(12)

We can rewrite the last equation in the form

(13)

where is given by

(14)

We can interpret as the stationary distribution of .
In (14), we have tried to emphasize the dependence of the
stationary distribution on . Note that does not affect the
stationary distribution but affects the throughput. This apparent
“decoupling” between and has consequences in the
derivation of the optimal MAC function, as will be seen later.

Each successful user occupies the channel forslots. Thus,
the average number of successful transmissions per slot per
channel, i.e., the channel utilization, is given by

(15)

Thus, for a given , the detector strategy that maximizesalso
maximizes the channel occupancy. In the Appendix, we obtain

the throughput and channel utilization expressions for the case
of for arbitrary .

In the next section, we give the form of the optimal MAC
function that is the principal contribution of this paper along
with the Markov chain performance analysis. The function op-
timizes the performance in terms of throughput as derived in this
section. We give proof of its optimality and existence.

IV. OPTIMAL MAC

As pointed out before, MAC functions should base their ACK
policies on the number of free codes available and the received
signal power for each of these. We define the MAC function as

(16)

where is the set of non-negative reals,
is the observation space of , and means that
the channel is acknowledged with probabilitywhen
and . This definition of a MAC function helps us eval-
uate the probabilities and

, where and are as defined in
Section III. We have

(17)

(18)

and

(19)

(20)

Here, denotes the p.d.f. of the received power given
the number of users and is given in (4), and is the
probability mass function (p.m.f.) of the number of users given
the number of free channels. The stationary distribution can then
be obtained as in the previous section from which the throughput
can be computed using (12).

A. Problem

We can formulate the problem as follows: Given the total
number of channels , packet length , and overall arrival rate

, and given that and are known, deter-
mine the MAC function that maximizes the throughput (12),
i.e., find such that

(21)

We first define thea posterioriprobability functions as

(22)

(23)

The principal result concerning the optimal MAC function is
given in the following proposition modeled on the Neyman–
Pearson Lemma.
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Proposition 1: For a system with and as
given in (22), (23), and , the following statements are
true.

Optimality: Let be a MAC function such that , and
let be a MAC function of the form:

when

when

when

(24)

with and such that . Then,
.

Existence: For every , there exists a MAC func-
tion of the form in (24) with such that

.
Proof: Optimality: We first prove that among MACs with

, the MAC of the form in (24), if it exists, gives the
highest throughput.

Let have the specified form with . The ex-
istence of such a MAC will be established later. Let be
any other MAC function with . Define

Compare the probabilities of successful reservation:

We have that . Now, since , we
have , thus implying that .

Existence: We now show that for any, there exists a MAC
of the specified form with . With this, we conclude that

the optimal MAC function can be obtained using the specified
form. We only need to consider the case when .
Now, let

(25)

Since is a cumulative distribu-
tion function, is right-continuous and monotonically de-

creasing. Hence, for any , we can always find a and a
such that

(26)

This completes the proof.

B. Optimization

Proposition 1 above suggests that we consider MAC designs
as in (24) and optimize for, through , to ob-
tain the design that gives highest throughput. Unfortunately, the
throughput needs to be obtained via the Markov chain formula-
tion, and we have to search for this optimal design numerically.
We will first see how to obtain the throughput for one set of pa-
rameters.

We know that the conditional distribution of given
is

(27)

Since the arrivals are Poisson, given thatchannels are free, the
access attempt rate for a particular channel is . Thus,
the prior probability for given the arrival rate can be written
as

(28)

The ratio of thea posterioriprobability functions is, thus, given
by

(29)

given for , we can numerically determine the decision re-
gions2 and corresponding to the two hy-
potheses. Note that for a system operating at an SNR of, the
decision regions are dependent on the number of free channels
through and , and we have chosen to emphasize this de-
pendence by denoting the decision regions as rather
than . Note that for the region where thea posterioriratios
are equal, is of measure zero. The decision regions are of
the form

if (30)

otherwise (31)

where and can be interpreted as power
thresholds based on which the detector makes its decisions. The
decision regions were obtained numerically as no closed-form
expressions could be found. Intuitively, we would expect the
decision regions to be of the form given in (30) and (31) so that
power falling below the lower threshold corresponds to the case
of no user attempting access, whereas power falling above the
upper threshold corresponds to the case of two or more users
attempting access.

In Fig. 3, we show the thresholds as a function of access rate
for SNRs of 5 and 10 dB with . Also plotted in Fig. 3 is

2Note that in the current problem setting,Pr[l (Y ; f) = � l (Y ; f)] = 0,
and thus, the randomized nature of the MAC function is not conspicuous.
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Fig. 3. Thresholds versus access rate� for SNR= 5 and 10 dB. (Left) Thresholds versus SNR for� = 0:5, (Right)� = 1.

the variation of thresholds versus SNR for and .
The upper threshold decreases as the SNR decreases and as

increases, which is intuitive. What is surprising is the lack of
variation of the lower threshold , which is not very sensitive
to or SNR. Contrary to intuition, it does not go down as
increases.

Having obtained the decision regions, we can now obtain the
event probabilities needed for the Markov chain formulation.
Let and be the lower
and upper thresholds, given thatchannels are free. From the
thresholds, we can compute the probabilities needed in the
Markov chain formulation using

(32)

(33)

Optimization now involves searching for the optimal vector of
cost-ratios

(34)

The highest throughput that can be obtained is, thus, .
We would like to see how other designs compare with the op-
timal one. In the next section, we present some alternate de-
signs and obtain expressions through which we can determine
the throughput they deliver.

V. SUBOPTIMAL DESIGNS

The cross-layer function can be viewed in split form: a simple
MAC layer entity that merely ACKs or NACKs, depending on
the decisions of a physical detector. The physical layer detector
performs hypothesis testing on the pair

(35)

In this setting, the function can be viewed as a physical layer
decision rule: a detector3 on the binary hypotheses pair. The
MAC entity follows the procedure of acknowledging when hy-
pothesis is held to be true and NACKing when is held
true.

We could also consider decision rules on multiple hypotheses:

(36)

Such decision rules could prove useful in cases in which a single
channel can support multiple users. For a collision channel, a
MAC based on multihypotheses decision rules ACKs a channel
only when is true.

By considering the problem on split-layers, we sacrifice the
optimality achieved with the truly cross-layer design of the pre-
vious section. However, the schemes that we consider in this
section have certain advantages, as we will see.

A. Multihypotheses MAP

The optimal MAC function does not admit a closed-form ex-
pression for thresholds; numerical optimization must be carried
out for different traffic rates and available free channels. We
consider a detector for which the decision regions can be deter-
mined in closed form. The detector is actually a multihypotheses
MAP detector, which optimally detects the number of users at-
tempting access based on thea posterioriprobabilities of each

. The detector gives . The
MAC protocol can then make a decision based on. will
be held to be true when has the maximuma posteriori
probability amongst all , i.e., when

(37)

The multi-hypotheses MAP detector also leads to decision re-
gion, as given in (30) and (31); it can be shown that and

are determined by (see [12] for a proof)

(38)

3We will be using the termdetectorinterchangeably with the phrasedecision
rule.
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where

(39)

(40)

The probabilities and can now be computed [via (32)
and (33)] with and depending only on to obtain
the throughput. Since the thresholds are fixed directly by
and , this detector does not involve any optimization. One
problem is that if is large enough, could become negative.
In this case, the detector never ACKs a channel request, essen-
tially leading to a system breakdown.

B. Single Threshold Detector

We consider now the class of single threshold detectors
that acknowledge a channel when the power exceeds a given
threshold (the upper threshold ). Let be the single
threshold when channels are free. Then, the detector is given
by

or
.

(41)

In this case, we want to find the optimal among the
so that

(42)

Given , we can obtain and required in the throughput
expression. We can also evaluate the detector operating charac-
teristics under the constraint of having a single threshold. The
false-alarm and detection probabilities are directly related to
by

(43)

(44)

We can consider the optimization in terms of the false-
alarm probabilities as against the thresholds themselves.
The optimization problem now becomes finding

such that

(45)

where .

C. UMP and ML Detectors

In determining the thresholds for the optimal and multihy-
potheses MAP designs, we require knowledge of the traffic sta-
tistics. We could use detectors that do not require prior proba-
bilities when the knowledge of traffic statistics becomes unreli-
able. A uniformly most powerful (UMP) test with parameter

given in [10] does not require the priors to be known. The test
can be written as

or or

or

(46)

where and satisfy

(47)

The condition above leads to the following expressions, from
which we can evaluate the thresholds:

(48)

(49)

We can then compute the throughput having obtained and
. Again, the parameter might depend on the number of

free channels. The search must, therefore, be made over
. The optimization involves finding

(50)

We could also use the maximum likelihood test for multihy-
potheses to determine thresholds when the priors are not known.
The thresholds for the ML detector are given by

(51)

(52)

As in the case of the multihypotheses MAP, we have no degrees
of freedom to optimize throughput. The number of free channels
immediately fixes and .

VI. EXTENSIONS

A. Multiple Measurements

We expect throughput to increase with SNR. However, as will
be seen through simulation results, under fading, the throughput
saturates without reaching the ideal value. This is because, for
a high SNR, we can only expect to make no error in judging
the presence or absence of user(s). However, errors will still be
made in distinguishing the presence of exactly one user.

We can hope to achieve ideal detection by making decisions
based on multiple independent measurements of the reservation
requests. Such multiple measurements could be obtained in the
same slot or be spread out over consecutive slots, depending on
how fast the fading occurs.

Let the sampled, despread, and match-filtered received vector
obtained after measurements be . s
are i.i.d. , where is the SNR (the number
of users attempting access is assumed to be). Since s are
normal, a sufficient statistic is the sum of power of the received
components:

(53)
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Conditioned on , ; thus, the
conditional distribution of is given by

(54)

The ratio ofa posterioriprobabilities for the optimal MAC de-
sign is given by

(55)

For this case as well, the decision regions are of the form in (30)
and (31) and have to be obtained numerically.

We can also consider the multihypotheses MAP detector for
the multiple measurements case for which the thresholds are
given by

(56)

(57)

and

(58)

For the ML detector, the thresholds are simplytimes the ones
for the single measurement case

(59)

(60)

Having obtained the two thresholds, the probabilities required
for evaluating can be obtained from

(61)

(62)

B. Delay

When is a system design parameter, one has to deal
with a tradeoff that exists between throughput and channel
utilization. Channel utilization increases with increasing, but
an increasing implies that the base station cannot service as
many access requests per slot as before, leading to a decrease in
throughput. This in turn would lead to longer delays for newly
generated packets.

We can get a measure of the delay incurred by calculating the
expected number of (re)transmissions of the reservation request
a user has to make before it transmits data [16]. Since the rate
of requests () and the rate of those that are successful () are
known, the expected number of (re)transmissions required can
be computed from

(63)

Obviously, for the same arrival rate, having a better throughput
also means less number of access attempts before data trans-
mission. Note that in the infinite-user single-buffer scenario,
queueing considerations do not arise, and therefore, we do not
deal with delay introduced by queueing.

VII. N UMERICAL RESULTS

In this section, we present the results of numerical evaluation
of the throughput and channel utilization obtained with the var-
ious designs. We will also consider aspects such as the depen-
dence of throughput on the SNR (), the packet length , and
multiple measurements. Finally, we will look into the tradeoff
between channel utilization and throughput for variations in.
We will be working with receiver codes throughout this
section.

A. Comparison of Designs

Plotted in Fig. 4 is the channel utilization for various designs
for various SNRs with equal to 10. In this case, the ideal
scenario would be for a succession of user pairs to occupy the
two channels for the duration of slots corresponding to an
arrival rate of about 0.2 users per slot. We restrict our simulation
results to arrival rates of up to 2.5.

For low SNR, the single threshold and UMP detectors are
close to the optimal achievable. The performance of the mul-
tihypotheses MAP is not encouraging for low SNR, but for high
SNR, it gives channel utilization close to that achieved using the
optimal MAC design. We would expect the decisions made by
the multihypotheses MAP detector to be reliable at high SNR,
which is what we see. Practically speaking, we would like to
keep the SNR for the reservation requests to be as high as pos-
sible, bearing in mind how crucial the reservation phase is to the
performance of the whole system.

Knowledge of the arrival rate does improve the performance
as is seen in the difference in performance of the UMP/ML-
based schemes and the others. Neither UMP nor ML-based de-
signs takes into consideration the knowledge of the arrival rate.
As such, these schemes can be considered to be acting based
solely on the received signal power. For the single threshold
plots, we can say that knowledge of the arrival rate has been
assumed while optimizing to find the best single threshold.

B. Increasing the Packet Length

The channel utilization can be expected to go up asin-
creases. However, the utilization obtained need not be arbitrarily
close to the ideal. The limit as grows large depends on the
fading conditions and the detector ROCs. From Fig. 5, it is ev-
ident that increasing leads to increased channel utilization.
However, the channel utilization does not increase beyond a
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Fig. 4. (Left) Normalized channel utilization versus arrival rate for various designs withN = 2, L equal to 10 SNR= 0 dB. (Right) SNR= 10 dB (right).
Optimal—�, multihypotheses MAP—, Single threshold—r, UMP—+, ML-plain.

Fig. 5. Effect of increasingL on channel utilization (N = 2). (Left) Optimal design, SNR= 0 dB. (Right) SNR= 20 dB.

Fig. 6. Optimal design. Tradeoff of channel utilization and number of retransmissions required. (Left)N = 2, SNR= 0 dB. (Right) SNR= 20 dB.

limit as computed in (73) of the Appendix, and the limit is
reached only gradually, as can be seen from the figure.

Fig. 6 depicts the tradeoff that exists between channel utili-
zation and the number of (re)transmissions required. The plots
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Fig. 7. Saturation of channel utilization with increasing SNR. Optimal MAC
designL = 10. (Ideal—�).

are related to the plots in Fig. 5 and have been obtained for ar-
rival rates less than or equal to the ones corresponding to the
peak channel utilization for the respective. For arrival rates
higher than the one with peak channel utilization, the number
of retransmissions required will be higher with less channel uti-
lization. The points on the tradeoff curves for rates higher than
those corresponding to peak channel utilization have not been
plotted. The tradeoff is especially severe when the SNR is low,
where higher channel utilization comes at the price of increased
number of retransmissions required, therefore, incurring more
delay. The tradeoff is almost nonexistent for higher SNR, al-
though the channel utilization peaks for a lower offered rate,
as is seen in Fig. 5.

C. Increasing SNR and Number of Measurements

As we commented in Section VI-A, throughput and, hence,
channel utilization saturate with increasing SNR, as seen in
Fig. 7. With increased number of measurements, channel
utilization close to the ideal can be reached. Fig. 8 shows how
the channel utilization increases with the number of measure-
ments for optimal and multihypotheses designs at SNRs of
10 and 20 dB. It is can be seen that increasing the number of
measurements does not change the saturation effect w.r.t. SNR,
as the plots for SNRs of 10 and 20 dB are very close together.
Again, the multihypotheses detector gives performance close
to the optimal one at high SNR.

In Fig. 9, we see the how the channel utilization converges
toward the ideal for the Multihypotheses detector operating at
SNR 20 dB. The ratio of the multihypotheses channel utiliza-
tion to the ideal channel utilization versus the number of mea-
surements is plotted. The convergence seems to be of the form

with the exponent decreasing for increasing. The ex-
ponential form of convergence is to be expected; as with a mul-
tiple number of measurements, the decision error probabilities
go down exponentially. What is surprising is the varying expo-
nent for different s. The ideal channel utilization is achieved
for with less than five measurements. However, for

Fig. 8. Approaching the ideal. Channel utilization with multiple measure-
ments for the optimal and multihypotheses designs (L = 10,N = 2).

Fig. 9. Approaching the ideal. Channel utilization as a fraction of the ideal
versus the number of measurements for� = [0:020:10:3 0:7 1:11:5 1:9 2:3],
SNR= 20 dB.

, ideal channel utilization has not been reached, even
with 40 measurements.

D. Comment on the Kinks

Notice the kinks in the plots for the optimal, UMP, and single
threshold designs for 0 dB SNR (see Fig. 4). The behavior is un-
usual as we expect the variation of the performance to be smooth
with respect to the arrival rate for an optimal design. We checked
the correctness of our results by carrying out an extended simu-
lation, where the actual contention process itself was simulated
(not just the random variables pertaining to the decisions at the
PHY/MAC). The setup had users, each having a
(re)transmission probability ofchosen to correspond to a given
arrival rate , i.e., was chosen such that . The reserva-
tion signal strength at each free channel was generated to have
a Rayleigh distribution based on the number of users selecting
the corresponding signature. A channel was ACKed if the signal
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Fig. 10. Kinks in the plots. For SNR= 0 dB, optimal channel utilization
[numerical and extended (real-time)] and the channel utilization obtained with
� � 0; � � 1.

strength fell within the two thresholds obtained through the opti-
mization process described in Section IV. Fig. 10 shows excel-
lent agreement between the plots obtained from the extended
simulation and numerical computation. Similar agreement was
obtained for the other plots that have been presented here.

It is observed that for arrival rates greater than the point corre-
sponding to the kink, the optimal policy is to always NACK when
only one channel is free ( ) and always ACK when both
channels are free ( ). This fact is also depicted in Fig. 10.
For high arrival rates, the number of cases of multiple users at-
tempting access increases, but low SNR means that the detector
cannot reliably decide whether exactly one user or multiple users
are attempting access. It is as if, for low SNR, the detectors give
up on the information available in the signal strength and let the
system revert back to the elementary slotted ALOHA random ac-
cess to achieve optimum performance. The peak throughput (and
hence channel utilization) for such a policy occurs when 4

, i.e., when , as is seen in the figure. Note that such a
policy ( ) is achievable with single threshold
or UMP detectors, making it possible for them to give optimal
performance for high arrival rates at low SNR. With the single
threshold detector, such a policy seems to be the best at even
higher SNR (notice the slight kinkiness in the plot for the single
threshold detector for SNR dB).

The kinks seem to result because the “optimal” MAC design
we have considered does not take theentire system informa-
tion into consideration. The system state is described by, as
we described during the Markov chain formulation. However,
the MAC designs that we have considered take only the number
of free channels into consideration. Consider two situations for
the case , both of which have one free channel at the
time of observation: a) The other channel was occupied only
in the previous slot, and b) the other occupied channel will be-
come free by the end of the next slot. The MAC designs that we
have considered will treat the above situations similarly. How-

4Recall that it is with arrival rate equal to unity that the peak throughput of
slotted ALOHA is achieved [2].

ever, in case of situation b), one might want to delay making
decisions until the next slot, when both channels will be free,
thus reducing the risk of collision. We, therefore, should have
treated the two situations differently. Unfortunately, that would
entail considering the optimization on a far larger scale. The re-
sulting suboptimality is, we conjecture, shown by the presence
of the kinks in the plots.

VIII. C ONCLUSION

For a system employing reservation for multiaccess over mul-
tiple channels, we have given a framework wherein the per-
formance at MAC level can be analyzed and optimized under
fading channel conditions. Based on this framework, we have
given an optimal Neyman–Pearson-like MAC design that uti-
lizes knowledge about the number of free codes in its decision
making process. The design is characterized by the acknowledg-
ment probability given the number of free channels optimized
with respect to the throughput function. The design is not truly
optimal as it does not use the system state information in its en-
tirety. The design still provides a more realistic benchmark of
performance (as compared with the performance in an ideal sit-
uation) to compare the performance of various other designs in-
cluding MAC designs based on classical physical layer detectors
such as UMP, ML, MAP, etc. Knowledge of the traffic statistics
and the partial system state (number of free channels) improves
the performance, as seen by comparing the performance of the
optimal design with that of a design based on the ML detector.

In this paper, we have given the closed-form expression for
the throughput with receiver codes and an arbitrary
packet length . Throughput with other parameters can be ob-
tained but must be evaluated numerically. However, the transi-
tion probability matrix is sparse and structured because of the
fact that the memory over slots is incorporated in the defini-
tion of the states. This fact may be used in evaluating the perfor-
mance through methods employing sparse matrices. The dimen-
sionality of optimization involved while computing the optimal
performance may be reduced by appropriate classification of the
states.

A number of issues are not addressed in this paper. For ex-
ample, the framework used in this paper does not allow analyt-
ical treatment of stability either in the finite-user infinite buffer
or the infinite-user single buffer regime. One hopes that stability
results similar to the case of slotted ALOHA can be obtained. A
justification for the aggregate attempt rate being Poisson is also
missing. For the case of slotted ALOHA, Ghezet al. [8] proved
that it is indeed possible to obtain Poisson aggregate attempts
(which, in fact, optimize the throughput) for any input traffic
statistics. Unfortunately, we cannot claim to have achieved any
such connection between the input traffic (new arrivals) and ag-
gregate traffic. The Poisson assumption also means that we have
implicitly assumed an infinite user population restricting, per-
haps the applicability of the results to networks with a large
number of nodes. In computing the channel utilization, we have
also ignored the failure in data transmission. This omission,
however, does not affect the optimality of the MAC protocol,
and it is easy to take into account the effect of this failure in the
computation using existing results.
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APPENDIX

STATIONARY DISTRIBUTION FOR , GENERAL

For , we can partition the state space into four groups:

(64)

contains the state . . contains states
with a single locked channel:

(65)

contains states with two simultaneously locked channels:

(66)
contains states with two channels locked at different slots:

It will later be shown that the states within the same group have
equal probabilities in the stationary distribution. It can also be
seen that there is a “translational invariance” between the com-
ponents describing the states within each group. For example,
with , and belong to the same group: .5

It can be verified that the Markov chain described by[see
(5) in Section III] is aperiodic and irreducible. Consider Fig. 2,
showing the Markov chain for and , with the
states being numbered as in Table I. The self-loop onmakes
the chain aperiodic, and it is possible to go from one state to
any other in a finite number of steps with positive probability
when . The chain is also finite and, thus, has
a stationary distribution. Let be the sta-
tionary distribution. The stationary distribution must satisfy the
following conditions (obtained by looking at the transitions into
the states on the left-hand side for each equation):

for some

for some

(67)

5For generalN , although groups with states having the same stationary prob-
abilities will certainly exist, states with translational invariance need not neces-
sarily have the same stationary probabilities.

Claim: The stationary distribution is given by (68), shown at
the bottom of the page.

Proof: It is easy to see that the distribution above satisfies
the identities listed in (67). For example, plugging the values in
the second identity, we have to check if

(69)

This is equivalent to checking if . However,
since , we know that it holds.

Thus, the distribution in (68) is a stationary distribution. We
know that for an aperiodic, irreducible, finite-state Markov
chain, there exists a unique stationary distribution. Thus, the
unique stationary distribution is as given in (68).

Note that a stationary distribution does not exist when
, but (68) gives us , which is not

entirely meaningless considering the fact that, for this case, the
chain merely cycles through in that order.
The reader can verify that, fortunately, the other cases, where
the stationary distribution does not exist, do not make practical
sense from a system point of view.

THROUGHPUTWITH

Plugging in the values obtained from the stationary distribu-
tion in (12), we get for

(70)

(71)

where it can be seen that is the expected number of access
attempts that are successful when in state, and is the cor-
responding value when in a state belonging to. Note that only

and appear in the expression for throughput;and do
not figure because no contention occurs when the system state
belongs to or .

A. Channel Utilization for Large

Substituting the expression for obtained in (71), we can
directly evaluate the limit for (15) as . We have

(72)

Note that we get two different limits for the cases and
. When , collecting the terms with in the nu-

merator and denominator, we have . When ,

(68)
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we have , and therefore, . Opti-
mizing over the ROCs, we get

(73)
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