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Abstract— We consider the communication from a cooperative
sensor network to a mobile access point. We assume that
sensors are informed with a global message and some nodes
are misinformed with random messages. Nodes transmit to the
mobile access point in a pre-scheduled order. We derive an
achievable rate for the information retrieval process whend
sensors are transmitting at a time. For the Gaussian multiple
access channel under the total network power constraint, we
show that the maximum achievable rate for the Gaussian multiple
access channel i©(log, d), obeying the same scaling law as the
capacity of an Gaussian multiple-input-single-output channel.

I. INTRODUCTION

We consider information retrieval in a cooperative SEnsor
Network with Mobile Access (SENMA) [1]. As illustrated in Fig. 1. SEnsor Network with Mobile Access.
Fig. 1, SENMA contains two types of nodes: a large number of
low power geographically distributed sensors, and a coaiput
tionally powerful mobile access point. By cooperative SEAIM consider an additive Gaussian multiple access channelawith
(C-SENMA) we mean that, in communicating to the mobiléotal power constraint and show that the maximum achievable
access point, sensors may reach an agreement on the messagesO (log, d), obeying the same rule as the case when there
to transmit, and appropriate coding can be implementedsacres no misinformed sensors.
sensors. This makes the information retrieval robust @jain For notation compactness, denote an entry with two sub-
failure of individual sensors. indices: andj by (-);;. The meaning ofj, a double-index or

If no sensor is misinformed, and if the mobile access poiatscalar multiplication, can be determined by its context.
polls one sensor at a time and the channel between each sensor
and the mobile access point is a discrete memoryless channel Il. MODEL

q(y|z), then the maximum achievable rate for the information o
retrieval is given by The communication of the global message from the network

to the mobile access point is divided into four steps as shown
Co =max I(X;Y). in Fig. 2: (a) orientation, (b) scheduling, (c) transmissio
p(@) and reception, and (d) decoding. In the first step, nodes are
In such a setting, there is no difference between retrievingformed with the globe message’ € {1,...,M} that
information from a single sensor or multiple sensors sifte & uniformly distributed. Due to the size of the network, a
sensors have the same message. node may be informed incorrectly and end up with a differ-
For large scale sensor networks, however, reaching coepleht message. We assume that each node receives the globe
agreement among all sensors is very difficult, if not impolssi message correctly with some probability, and the reception
For example, a software agent responsible for distribuieg independent of other nodes. More specifically, the receptio
message may not have reached all sensors, or sensors nefikeode i is controlled by a binary random variablg;,
errors due to unreliable conference links. In practiceretheindependent ofi” and identically independently distributed
is always a possibility that some sensors do not have tfig.d.) across node indexwith distribution
correct message for transmission. We refer to such sensors
as misinformed. The achievable rate of cooperative sensor B if u; =0
networks with misinformed sensors is no longer obvious. plus) = {1 -8 ifu =1
In this paper, we investigate the achievable rate for meltip
simultaneous transmission (allowirgnodes to transmit at a where 3 € [0,1] is a constant. Whet/; = 1, the received
time). An achievable rate is given in Theorem 2. We themessage at nodg W;, is equal to the globel messag¥.
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Fig. 2. Communication steps.

WhenU; = 0, Wi is uniformly distributed froml to M. Thus of slots of transmission is, the number of time slots the

~ ) mobile access point spends to retrieve information from the
P (| w,55) = o(wi,w) if ;=1 field.
’ ﬁhgmiSM if u; =0 In the last step, the access point decodes the globe message

. . B _ based on the observation ®f* and the scheduling(3. The
where §(a,b) is equal tol if a = b, 0 otherwise, and decoded message is denotedibye {1,...,M). Let W, &

A on1 i )
the |nd|c§tlng functionl, equal to 1 if event A. IS true, Wk ., be the message at theth polled node. We assume that
0 otherwise. The constant controls the reception of the , ™t . . R

e sensor network is large in the sense that there are éfinit

globe message by individual nodes and is referred to as the . L i
orientation error probability of the network number of nodes, and there is no limit on how many times a

. . . . . node can transmit. The large network assumption is to make
The mobile access point comes to retrieve information from : » :
) . ; . : sure that with zero probability that all nodes have the irexir
the field after the information orientation has been accom: - qe. thus it is possible to have non-zero achievalge rat
plished. LetD = (1,...,d) and Zp denote(Zy,...,Zy), ge, P A

where Zy,...,Z; are generic symbols. We assume thiat

Let NV be the set of positve numbers andy =
nodes are scheduled to transmit at each time slot, e

%&hQ"'”M}' The rate of a code book is defined &£
transmitting one symbol to the channel Denckéy, — og(M)/n, where M is the number of messages in the code
(K1, ..., Kqt) the nodes transmitting at time The schedul-

book andn is the length of a codeword. The probability of
ing signal Kp; is preset before the deployment of the sensorg,

rror is defined asP, = P(W # W), whereW € W is
thus it does not adapt to the mobile access point’'s receptio _|formly dlstrlbuted a_nd/V IS the_ decoded message. A rate
We assume that the uplink multiple access channels (MA )IS called ach_|evable if for any given errer> 0, t_here exists
from anyd nodes to the mobile access point are identical arl"fldCOdﬁ book with rate large tha—e and probability of error
modeled by a discrete memoryless MAQX, Y, q(y| zp)}, o5 thare.
whereX and) are the input and output alphabets respectively,

andq(y| zp) is the transition probability of the channel. We IIl. ACHIEVABLE RATE FORd SIMULTANEOUS
assume the MAC is symmetrical with respect to input permu- TRANSMISSIONS
tations,i.e, ¢(y| x,, ..., zx,) is identical for all permutations As a special case whei — 1, the maximum achievable

mp in the domainD. DenoteX;; the transmission from node

. rate is given by the following theorem:
K, andY; the output of the MAC at time. The total number 9 y 9



Theorem 1. For d = 1, the maximum achievable rate of aFrom Theorem 2, the following rate is achievable,

C-SENMA (ﬁ,X,y,q(y|x)) is d
Ry=) (1-p)p"" N 1o (1 L__hjd )
Cr=(1-f)mexI(X;Y), 1T i) T T @ —iypjd)
whereX € X, Y € Y, andp(y| z) = q(y| z). The next proposition shows th&; = O(log, d). SinceRy <
0y _ —
For d > 1, an achievable rate is given as follows: Ca < Cy”7 = O(log, d), we haveCyq = O(log, d).
Theorem 2: For a givend, consider random variableXp Proposition 3: For § € [0,1) and P > 0,
with distributionp(xp). Denotepz (z7) the marginal distribu- _ (1—B)2P
tion of X7 for Z C D. The following rate is achievable for Jim (Rq —logy d) = 10g2(41 5P )
C-SENMA (ﬁ,/’\f,y,q(y\ p)), Proof: Let Sy,S,, ..., be ii.d. Bernoulli with mean —
Cy = max Z = B)II\ﬁd—\III(XéI);y)’ 3. ThenT, = %, 5; is binomial distributed. Let
(zp)
PPl rep fab) 21 ( N b*P )
a = 10, a s ———— I
where X\ = (xP ... X)) are derived fromXp with ’ &2 1+(1-b)P
distribution We have
pP(ep)) = praf) [T piaf?), : 1 |
iz R togd =31 85 (1) s1/difa
(D) _ (7) =0
andp(y|zp’) = q(y| 2p"). = E[f(1/d,Ty/d)).

The achievability of Theorem 2 is outlined in the appendix Since f(a, b) is continues af0,1— 3), for all ¢ > 0, there

IV. GAUSSIAN MULTIPLE ACCESSCHANNELS WITH A exists ad > 0 such that for alla € [0,6) £ A andb €

TOTAL POWER CONSTRAINT (1-B-6,1-B+08) =B, |f(a,b) — £(0,1— )| < ¢/3. For
Consider the following Gaussian multiple access channefhe same: and 4,
y=v+Y 1) |E[f(1/d,Ya/d)] — f(0,1— )]
i < E[|f(1/d,Ya/d) — (0,1 - B)]]
where z; € C is the input from thei-th sensorp € C is < By, acsllf(1/d, Ya/d) — (0,1 — B)|]
the additive white Gaussian noise with zero mean and unit B [1£(1/d, Ya/d)]
variance, and; € C is the channel output. We impose a total Ya/d¢B o
power constraint” on the networkj.e., the total transmitted +Pr(Ya/d ¢ B)f(0,1 = ). @)
power from all sensors is less than or equalto For larged, 1/d € A. Therefore, due to the continuity ¢f,
1 the first term in (2) is upper bounded ly3. The third term,
=3 N jzulP <P by the weak law of large number, is upper boundedejy
i = for large d. We bound the second term as follows. oy 1
wherez;, is the jt-th transmission. If there is no orientationdnd? =0, ..., d, we have
error, i.e, 8 = 0, we know from the multiple-input-single- £(1/d,i/d) <log,(1/d+ P)
output (MISO) channel capacity that, withsensor polled at 1 d7 d ; ) 2 1/d ’
a time, the maximum achievable rateG§” = log,(1+ dP). F(1/d;i/d) = logy(1/d).
Therefore, wherg = 0, the maximum achievable ra(é(go) = For larged such thatl /d + P < d, we have
O(log, d) goes to infinity as we increasé the number of .
sensors polled at a time. In this section, we show that even |£(1/d,i/d)| < log, d.

with > 0, the maximum achievable rate of the channel (Jence, by Chebyshev inequality,
is still O(log, d).

Consider activatingd sensors at a time. Let the input  Ev,/agsllf(1/d,Ya/d)|] < Pr(Ya/d ¢ B)log, d
random variablesX,..., Xy be identically Gaussian dis- 2

O—S
tributed N (0, P/d) and let any two input random variables = 52 l082d
X, X; have correlation coefficient. For Z C D, since the <e€/3 for larged.
derived random variabIng)I, independent of each other, are
\ Therefore,|E[f(1/d,Y;/d)] — £(0,1 — )| < e for large d.

i @ @ i

mdepen'd'ent oﬂ'( Xz contribute(d — |Z|) P/d power 0 gincee > 0 is arbitrary,limg_..c E[f(1/d, Y;/d)] = £(0,1 —
the additive noise. Therefore, 3), proving the proposition. 0
|Z|2P/d ) Fig. 3 shows the achievable rat&; and the approximation

D). vy — _
I(X775Y) = logy (1 + 1+ (d—|Z|)P/d functionlog, d + f(0,1 — 3) versusd whenP = 10 and 8 =



book. At timet, the nodek;;, 1 < i < d, transmits symbol
s (y,,) to the channel.

Decoder: Typical set decoding is employed. Define the
typical setAE") with respect to the distributiop(sp, y)

AP £ {(sh,y") € AT X Y

n:'U
2 1 n
: |~ logp(sh) — H(Sp)| <«
<@ n
g 1 n
3 |~ logp(y") — H(Y)| <«
2 —— R :p=0.1 7{'
) Bl Sl ‘—— log p(sp,y™) — H(Sp, Y)‘ <e},
—— R B=0. n
—x log d+f(0,1-B): =0.3 .o
2 . Rdfgzo,s i wherep(sh, y") = H?:lp(sm,yi).. Upon receiving channel
& log,d+f(0,1-p): B=0.5 outputsy™, the mobile access point declares the message
ST w0 15 2 2 P as the received message if there is one and onlyworeV
such that(s} (w), y™) € A" otherwise, the decoder declares
Fig. 3. Achievable rateR, versusd: P = 10 and3 = 0.1,0.3,0.5. an error.

The error analysis is omitted here due to the space limit. It
can be shown that, iR < I(Sp;Y), the average probability
0.1,0.3,0.5. As shown in Fig. 3,R; and the approximation of error, average over all codewords and all code books,
function converge ad increases. As expected, the achievableonverges to zero as goes to infinity. O
rate is higher for a network with a smaller orientation error Corollary 5: For a givend, a distribution p(

th
probability. sp) on the

alphabett?, and a C-SENMA(8, X, Y, q(y| zp)), with the
V. SUMMARY N-scheduling, the rate

We have pre;enteq an achievable rate for cooperative sen- Rynv 2 %[(Sg;yf\’)
sor networks with misinformed sensors whérsensors are

activated at a time. We have considered an additive Gaussigrachievable, wheréY € X4V, yN € YN and
multiple access channel with a network power constraint and

N
shown that the maximum achievable rateliflog, d). p(sH,y™) = (Hp(sDi)) (Z (1- BT
=1 ICD
APPENDIX N
| SK'ETCH OF TI.-IEACHIEVABILITY B ) H Z q(yi\ 571, 5%) Hpj(sé)) 3)
We first derive an achievable rate based on a repetitive =14 cxI7| jeT
scheduling, and then optimize the achievable rate to pioof t Proof:  Consider the N-th extension of the MAC,
achievability of Theorem 2. (XN, YN qyN| 25)), where
We group everyV time slots into a time frame and schedule N
in a time framed nodes that have never be scheduled before. q(yN| 2N = Hq(yi| 2p3).

This scheme is called-scheduling. i

Lemma 4. For a givend, consider random variablesp € Let p(sY) = [TV, p(sp:) be the input distribution to tha/-th

X4 with distribution p(sp). Denote pz(sz) the marginal eytended C-SENMARB, XV, YN q(yV|2})). By Lemma 4,

distribution of S7 for 7 C D. LetZ = D\ Z. For a given C- [(gN.yN) is achievable for theV-th extended system with
SENMA (3, X,¥,q(y| xp)), with the 1-scheduling, the rate 1_scheduling, where

Rgi £ I(Sp;Y N _
o pls3y™) = ([Tpts0)) (32 (1= 97197

is achievable, where

ICD
7 N
plylsp) =Y (1= > q(y| sz, s5) [[ i(s))- _ Tor s TT (s’
ICD s’ieX‘i‘ ]Ef /NE;NI 7;H1q(yl| STi, SI’L) gfp.] (s]l))
Proof: Code book Generation: Generate a code book va !

with M = 2" messages at random according to the dis- Il ol 7
tribution p(sp). Specifically, forl < t < n, let sp,(w) = - (HP(SDi)) (Z(l - B!
(s16(w), ..., sa:(w)) be a mapping fromV to X¢. For1 < ’;1 Lch
t <n,1 <w< M, assignsp:(w) a value independently , ,
generated according to the distributipfsp). After the ran- I > ailszis) Hpj(si))‘

i i=1 z e
dom assignment ofp;(w), let every node have the same code =lszexlt jeL



The operation of the original C-SENMA with thév-
scheduling is equivalent to that of th&-th extended C-
SENMA with the1-scheduling. Thus1(S5; Y) is achiev-
able for the original system wittV-scheduling. O]

We are now ready to prove the achievability of Theorem 2
by showing the convergence @t;ny as N goes to infinity.
Let SN has distributior[ [, p(sp;). IntroduceVyp € {0, 1},
i.i.d. Bernoulli random variables with medn— 3. Let Vp be
independent of5%. It can be shown that if we let

N
W sp.vp) =TI . a(wilsziso) [[pi(s) (@)

i=1sl cxIZ| jeT

whereZ = {i : vi = 1}, then the resulting marginal
distributionp(s¥,y™) is given by (3). Therefore,

1 1
NI(Sg;YN) = N[(sg;YN,VD) — —I(Sg; Vp| YY)
1 N d
= I(Sp; YN | Vp) - N %)
% (Sp;YN|Vp) asN — oo

where (5) is becausél(VD) < d. For allvp € {0,1}4, let
T ={i:v; = 1}. Let X , derived fromp(sp), andY be
defined as in Theorem 2 It can be shown from (4) that

1 I

(55 YV vp) = 1(x"y).
Hence,

. . 1
Jim Ray = lim NI(S%[; Y)
> (1= 8) T (x v
ICD

Optimizing overp(sp) concludes the proof of the achievability
of Theorem 2.
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