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A Multiqueue Service Room MAC Protocol for
Wireless Networks With Multipacket Reception
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Abstract—An adaptive medium-access control (MAC) protocol antenna array, multiuser detection techniques, and signal-pro-

for heterogeneous networks with finite population is proposed. cessing-based collision resolution algorithms [26].
Referred to as the multiqueue service room (MQSR) protocol, this This new channel model which offers the capability of

scheme is capable of handling users with different quality-of-ser- . .
vice (QoS) constraints. By exploiting the multipacket reception multipacket reception (MPR) presents new challenges for

(MPR) capability, the MQSR protocol adaptively grants access medium-access control in wireless networks. As a commonly
to the MPR channel to a number of users such that the expected seen form of MPR, the capture effect first drew the attention

number of successfully received packets is maximized in each of researchers. The impact of capture on the performance of
slot. The optimal access protocol avoids unnecessary empty SIOtsslotted ALOHA is studied in [2], [9], [13], [19], [24], [27]

for light traffic and excessive collisions for heavy traffic. It has .
superior throughput and delay performance as compared to, for [28], and references therein. The performance of the FCFS

example, the slotted ALOHA with the optimal retransmission algorithm in channels with capture is analyzed in [23]. In
probability. This protocol can be applied to random-access [3], [18], and [25], the window random-access protocol [20]

networks with multimedia traffic. is extended to networks with capture and its performance is
Index Terms—Medium-access control (MAC), multipacket re- €valuated. A hybrid protocol which employs slotted ALOHA
ception (MPR), random-access network. and the busy-tone sensing scheme is studied in correlated

Rayleigh fading channels with capture in [8].
MPR provided by multiple independent collision channels
is studied in [7] and [16], where the contention-free scheme
N MULTIACCESS wireless networks where a commorTDMA is extended to a fully connected half-duplast hocnet-
channel is shared by a population of users, a key issw@rk. In [22], the authors introduce dynamic slot allocation for
referred to as medium-access control (MAC), is to coordinagellular systems with antenna arrays. Given a set of active users
the transmissions of all users so that the common channe(users with packets to transmit), the proposed dynamic slot allo-
efficiently utilized and the quality-of-service (QOS) requirecation scheme assigns an appropriate number of active users to
ment of each user is satisfied. The schemes for coordinatiggch time slot to utilize the MPR capability provided by the an-
transmissions among all users are called MAC protocols.  tenna array. In [11] and [12], a general model for channels with
The conventional assumption on the channel is that amPR capability is developed. This model can be applied to sys-
concurrent transmission of two or more packets results in tiems with capture, CDMA, and space-division-multiple-access
destruction of all the transmitted information. Based on th{(SDMA). Under this model, the performance of slotted ALOHA
assumption, numerous MAC protocols, such as ALOHA [1jn networks with infinite population is analyzed in [11] and [12].
[21], the tree algorithm [6], the first-come-first-serve (FCFS) The above-mentioned studies mainly focus on the impact
algorithm [10], the window random-access algorithm [20hf MPR on the performance of existing MAC protocols
and a class of adaptive schemes [5], [14], [15],[17], have beamich were originally proposed for the conventional collision
proposed. However, with the development of spread spectruthannel. The problem of designing random-access protocols
space-time coding, and new signal processing techniquegplicitly based on a general MPR channel model has rarely
this collision channel model does not hold in many importaieen touched. Nevertheless, fully utilizing the MPR capability
practical communication systems where one or more packg nontrivial problem that calls for further studies. First, MPR
can be successfully received in the presence of other simulsgevides a new approach to collision resolution. Historically,
neous transmissions. For instance, the capture phenomenacolfision resolution is primarily based on the principle of lim-
common in local area radio networks. Other examples inclugiihng transmissions in the event of failures. For channels with
networks using code-division multiple-access (CDMA) and/PR, this strategy should be reexamined. Consider a channel
in which, when there are two simultaneous transmissions,
it is highly likely that both transmissions are successful. In
the unlikely event of failed transmission, the protocol may
Manuscript received January 30, 2001; revised October 28, 2001; approygdnt to enable both users to retransmit rather than limit their
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was supported in part by the Multidisciplinary University Research InitiativEransm'SS'OnS using Sp|lttlng or random backoff. Second, MPR
(MURI) under the Office of Naval Research Contract NO0014-00-1-0564 aghriches the channel outcome, which makes it more difficult
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The authors are with the School ofEIectrlca_I.and ComputerEngmeerlng,C?I[;'—e conventional channel, a successful reception implies that
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are enabled in the same time slot are idle. For MPR channels,
however, a packet can be successfully received in the presence
of many simultaneous transmissions. Sophisticated state esti-

mation techniques are required for an efficient utilization of the
MPR capability. 1 _

In this paper, we propose a MAC protocol designed explicitly — [\é
for MPR channels. A slotted network with a finite population of i
usersis considered. Users may have different QoS requirements
which are characterized by their average packet delay at the [\é
heaviest traffic load. Since, in general, packet delay increases [ﬁ' i
with the traffic load, this delay constraint specifies the worst
case performance of the network. The proposed protocol malgii- 1 Network model
mizes the per-slot throughput (the expected number of success-™ '
fully recelyed packets in each slo.t) \.Nh"e ensuring each useBg no greater thad;, where we define average packet delay
QoS requirement. The key to maximizing per-slot throughputis .

. . e as the expected number of slots from the time a packet enters

an optimal estimate of the state of users. By fully exploiting thé

. . . : a Puffer until the end of its successful transmission. Note that
information provided by previous channel outcomes, the state 0 . : . .
= 1 gives the heaviest traffic load. Since average packet delay

each user is updated at the beginning of each slot. Based Onptpz_eerall increases with the traffic load, the delay requirements
inferred user state, an appropriate access set which consist3 ot y incre ' yreq
. : - %%: 1 specifies the worst case performance.
users who gain access to the channel is chosen to maximize
expected number of successfully received packets in each $§otchannel
under the heterogeneous delay constraints. The proposed pro-

tocol achieves the maximum possible throughput among all pro/*S considered in [4], [11], [12], the slotted channel is such

tocols at heavy traffic load and has small delay when the traffid@t the probability of having successes in a slot where there
load is light. aren transmissions depends only on the number of transmitted

This paper is organized as follows. In Section Il, we preseH?CketS' Let
the model ofacommunlcatlon.nletwork Wltlh heterogeneous Q@%’k = P[k packets are correctly receivédare transmitteld
requirements and MPR capability. The existence of MAC proto- L<n<MO<k<
cols that ensures a given set of heterogeneous delay constraints (L<n<MO<k<n).
is studied in Section Il. In Sections IV and V, we propose thehe multipacket reception matrix of the channel is then defined
multiqgueue service room (MQSR) protocol. Simulation exanyg
ples are presented in Section VI, where the throughput and delay
performance of the MQSR protocol is compared to that of the
URN scheme [17] and the slotted ALOHA with optimal retrans- C=
mission probability.

Cio Cia
Coo Co1 O
. . . (1)

Cyvo Cuma Cuz -+ Cum

IIl. THE MODEL For such an MPR channel, we define the channel capacity as

As illustrated in Fig. 1, the communication network consid- a
. . n= max C, (2)
ered here consists dff users who transmit data to a central n=1,.,M
controller through a common wireless channel. The three bagjgere
components of this network—the users, the common wireless
channel, and the central controller—are specified, respectively, c, 2 kC, & 3)
in Sections II-A—C. ’

is the expected number of packets correctly received when

. _ packets are transmitted. Let
Each user generates data in the form of equal-sized packets.

Transmission time is slotted, and each packet requires one time no 2 min {arg max Cn} ) (4)

slot to transmit. Each user has a single buffer. At the beginning "=

of each slot, a user independently generates a packet with préke can see that to achieve the channel capagity, packets
ability p, but only accepts this packet if its buffer is currenthshould be transmitted simultaneously. Noticing that the number
empty. Packets generated by a user with a full buffer are ad-simultaneously transmitted packets to achievenay not
sumed lost. Packets generated at the beginning of a slot nyunique, we definey as the minimum to save transmission
be transmitted in this slot, and a successfully transmitted packetver. For MPR channels with, greater than 1, contention

A. Users

yenes

leaves its buffer. should be preferred at any traffic load in order to fully exploit
Users are partitioned intd groups according to their QoSthe MPR capability.
constraints. Thé/; (I = 1,.. .,L,Zle M; = M) users in This general model for MPR channels applies to, as spe-

the Ith group require their average packet delaypat 1 to cial examples, the conventional collision channel and channels
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empty nonempty nonempty nonempty t

user 1 succeeds  user 1 succeeds

Fig. 2. Possible outcomes of a slot.

with capture. The reception matrix of the conventional collisionew packets. Users who transmit in sidtut do not receive ac-

channel and channels with capture are given by knowledgment assume their packets are lost and will retransmit
the next time they are enabled. In this paper, we assume that
010 --- 0 l-p1 pr 0O -~ 0 the downlink channel (from the central controller to the users)
1 00 0 I-p2 p2 0 --- 0 is error free and the time for acknowledgment and broadcasting
oo sl : Do : A(t) is negligible.
100 .- 0 1 —.pM p]'u 0 ... 0 Our goal is to design a protocol for determining the access set

(5) A(t) for eacht. The criterion for choosingl(#) is to maximize
where p; is the probability of capture given simultaneous the expected number of successfully received packets irt slot
transmissions. Witly; smaller than 1, this channel model caivhile satisfying each user’s delay requirement. The information
easily characterize noisy scenarios. Another example of agsumed at the central controller includes the total number
MPR channel is provided by a CDMA system where a packet® users, the numbe¥/; (I = 1,..., L) of users in each group,
transmitted with a randomly generated code and is successfili§ traffic loadp, and the channel reception mat@x All these
received if and only if the number of simultaneously transmitte@etwork parameters are assumed time invariant.
packets is no larger thaR. The reception matrix for such an Before pursuing the protocol design, the first question we

MPR channel with? = 2 is should answer is whether it is possible to satisfy a given set of
heterogeneous delay constraints with a given channel. In Sec-
6100 -0 tion Ill, a necessary and sufficient condition for the existence of
0 0 10 0 a MAC protocol that ensures a given set of delay requirements
rooo0 .- 01, (6) is derived.
1 000 --- 0 [ll. EXISTENCE CONDITION

Satisfying a set of heterogeneous delay constraints essentially
requires a prioritized allocation of the channel resource. Users
with the strongest delay requirement demand a larger share of
C. Central Controller the channel resource. However, for a channel with limited ca-

Access to the common wireless channel is controlled by tR&city, we cannot expect that any set of delay constraints can
central controller. Specifically, the central controller decides, A Satisfied. In the following proposition, we give a necessary
the beginning of slot for eacht, an access set(t) which con- and sufficient condition for a set of delay requirements being
tains users enabled to access the channel it sicthen broad- achievable.
cast.A(t); users and only users id(¢) access the channel (if Proposition1: Let]M; (I =1,..., L) be the number of users
they have packets to transmit). At the end of glahe central Who require their packet delay at= 1 to be no larger than;.
controller observes the channel outcoig) which contains Then for the network model specified in Section Il, there exists
information on whether slatis empty and whose packets arét MAC protocol that guarantees each user’s delay requirement
successfully received in slét Here, we assume that the cenif and only if
tral controller can distinguish without error between empty and .
nonempty slots. However, if one or more packets are success- Z M, <7 )
fully demodulated at the end of slgtthe central controller does — d —
not assume the knowledge whether there are other packets trans-
mitted but not successfully received in this slot. We illustrate thisheren is the channel capacity defined in (2).
point in Fig. 2, where we consider possible outcomes of a slot: Proof: The proof of sufficiency is given by the fact that
empty, nonempty with success, and nonempty without succéiss MQSR protocol proposed in Section IV ensures each user’s
(successfully received packets are illustrated by shaded rectaetay requirement when (7) holds (see Proposition 3). We now
gles). To the central controller, the two events which happenednsider the proof of necessity. FokE (0, 1], let T;(p) denote
in the third and the fourth slot are indistinguishable. the throughput of thé&h group which is defined as the expected

After observing the channel outcome of skotthe central number of packets from thigh group that are successfully re-
controller acknowledges the sources of successfully receiveglved in one slot. For a network where users have homoge-
packets (if any) so that they can release their buffer and genena¢®us and independent packet generation processes, we have the

The capacity of this MPR channel is 2 witly = 2.
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Processed
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A: when the network starts
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Processed
C: at the end of slot 1
User 1,2 succeed; P(1) = {1,2}
a1(l) =1,a2(l) =2

Fig. 3. Basic procedure of the multiqueue service room protocol.

following relation between the throughpiit(p) and the delay
D;(p) under the equilibrium condition:
M, 1
D =14+ —=, I=1,... L 8
A proof of (8) following [15] is provided in Appendix A. At
p = 1, we have

— Ml
- T(1)’

Thus,D;(1) < d; impliesT;(1) > M;/d,;. Equation (7) then
follows from the fact that for any

Dy(1) I=1,...,L. 9)

L
> Ti(p) < n. (10)
=1

(/|

IV. BASIC STRUCTURE OF THEMQSR RRoTOCOL
We present the MQSR protocol for the casd.of 2. Its ex-
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Processed
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Processed
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Processed

D: at the beginning of slot 2
K(2)=3
Ki1(2) =2,K2(2) =1

The basic structure of the MQSR protocol is illustrated in
Fig. 3, where users from the first group are indexed Iy =
1,...,M;) and those from the second byi = 1,..., M,).

As shown in Fig. 3(a), when the network starts, users of the two
groups are waiting, respectively, in two queues to enter the ser-
vice room for channel access. Users enter the service room in
turn and stay ordered inside the service room. The service room
consists of an access set and a waiting room. Users in the access
set transmit, in the current slot, packets generated before en-
tering the service room while users in the waiting room cannot
access the channel until they join the access set. Packets gener-
ated by a user when it is inside the service room are held in the
user’s buffer (if the buffer is empty) and cannot be transmitted
until next time this user enters the service room. After entering
the service room, a user stays there until the central controller
detects that either its packet generated before entering the ser-
vice room has been successfully transmitted or it enters the ser-
vice room with an empty buffer. At this time, we say this user is
processed. A processed user leaves the service room and goes
to the end of its queue.

Let P(t) denote the set of users who are processed in¢slot

tension to cases with > 2 is straightforward. We assume thatAt the end of slot, after determiningP(¢), the central controller
users in the first group requit@, (1) < d; and the requirement empties the access set by removing processed users to the end
on D, (1) by users in the second group is such that condition (@j their queues and unprocessed users to the beginning of the
holds. To avoid the second group making unnecessary sacrifis@jting room. The central controller then chooses the access set

we design a protocol which yield3; (1) = d;.

for slott+1 by specifying the siz& (t+1)(1 < K(t+1) < M)
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of the access set. Thedé(t + 1) users who will access thetral controller detects an empty slot. Th@{2) = {3,4,1}.
channel in slot + 1 are chosen one by one from these twtJser2 remain unprocessed, i.e; (2) = 0 andas(2) = 1.

groups. If there are users from both groups waiting outside theWe point out that users do not need to keep track of their po-
access set (either in the waiting room or in the queues), then wsitions in the queues or the waiting room. The structure of the
probabilityq, a new user who joins the access set is from the firseérvice room and waiting queues is kept at the central controller.
group and with probability — ¢ from the second. Otherwise,Users only need to listen to the broadcasting at the beginning of
this user is from the group that still has users waiting outside teach slot to know whether they are in the access set and users
access set. Note that(¢+1) < M. Itwill never be the case that who have transmitted in a particular slot need only listen to the
a new user is needed for the access set while no user is waitiggnowledgment at the end of that slot. Since users in the ac-
outside. Letk;(¢+1) (I = 1, 2) be the number of users from thecess set can only transmit packets generated before they enter
I[th group who will access the channel in slet 1. Then, given the service room, the central controller also notifies (when it
K(t + 1), the possible values dt; (¢ + 1) are integers from broadcasts the access set) each user in the access set the time
max{0, K(t+1)— My} tomin{K (t+1), M, }. Let B(k,q,i) instantthat user enters the service room for the last time.
denote the probability mass at valuef a binomial distribution ~ The optimal window protocol proposed in [15] has a similar
with £ trials and a success probabiligy Then the distribution structure to the MQSR protocol with = 1. Relying on ex-

of Ki(t + 1) givenK(t+ 1) =kfork < Mis haustive search, however, the window protocol is only compu-
tationally feasible for networks with two or three users and no
PIK:(t+1) = k1|K(t + 1) = k] MPR. Furthermore, homogeneous QoS constraints are assumed
S Bik,q, i}, if ky = max{0,k — M} in [15].
= Zf:kl B{k,q,i}, if ky = min{k, M;} (11)
B(k,q, k1), otherwise. V. PARAMETER DESIGN FOR THEMQSR RrOTOCOL

In this section, we address the issue of parameter design for
the MQSR protocol. The first parameter to be determined is
¢, an indicator of the priority of users in the first group over
users in the second. Singas constant for each slot, it can be
. ] designed off line. The two parameters to be determined on line
The value of5(i+1) is determined b5 (i+1) = K(t+1)—  are K(t), the size of the access set for slptand P(t), the
Ki(t+1). Letay(t) (I = 1,2) be the number of users from theprocessed set of slot The problem of determining and K (£)

Ith group who remain in the service room (specifically, in thg formulated in Section V-A and the determination?t) is
waiting room) after processed users have been removed at §Besiled in Section V-C.

end of slott. Then, if K;(t + 1) > «(t), the firstK;(t + 1) —
a;(t) users in Queué enter the service room and, along withA. Problem Formulation
the «(t) users in the waiting room, join the access set at the a¢ the peginning of slot, the central controller determines

beginning of slot + 1. On the other hand, Ki(t +1) < (1), he access set(t) by choosingk () users from the head of
the first/;(1+1) users in the waiting room of thiéh group enter . sinle queues with a priority factar. If we relabel users in

the access set while the lasi(t) — Ki(t + 1) users remainin g0, group at the beginning of each slot, starting from the ser-

the waiting room. o _ vjce room to the end of theh queue, we have
We now consider the example in Fig. 3. The calculation of

Fork = M, we have

1, if k1= M,

PIKy(t+1) = ka|K(t+1) = k] = {0 otherwise.

(12)

7

q, K(t), andP(t) will be discussed in Section V. For now, we A(t) ={1,...,Ki(t)} U{i, L Kot} (13)
assume arbitrary values for K (¢), andP(¢) to illustrate the 0
basic procedure of the MQSR protocol. Let X;"(t) be the state of théth (i = 1,..., M;) user in the

Suppose that at the beginning of the first slot [Fig. 3(b)], théh ( = 1,2) group at the beginning of slat(after new packet
central controller decides th&f(1) = 5. A coin with biasq generation), where we define the state of a user as the number of
is then flipped five times to determink; (1) and K»(1). As- packets it, if_enabled, can trgn_sm_it in siolSpegificaIIy, when
sume thatk;(1) = 3 andK»(1) = 2. The central controller theith user in thelth lgroup is inside the service room at the
then broadcasts the identities of user 1, 2, 3, aBd These five beginning of slot, X{Y(t) is the number of packets generated
users join the access set and transmit their packets (if any)Pgfore its entering the service room. When it is waiting in the
the first slot. At the end of this slot [Fig. 3(c)], suppose that thaueue X (1) denotes the number of packets in its buffer at the
central controller successfully receives the packets from usebdginning of slot. Under the single-buffer assumpticmz.(l)(t)
and 2 and decideB(1) = {1,2}. The central controller then is a random variable with possible values 0 and 1.
acknowledges these two users and removes them from the seRecall thatF'(¢) denotes the channel outcome of stot
vicg room to the end of their queues. The unprocessed uséfigh C and p given, the information, denoted b, ; 1,
3,1, 2 go to the waiting room. At the beginning of the secondvailable at the beginning of slat for determining K (¢)
slot [Fig. 3(d)], suppose tha&'(2) = 3 with K;(2) = 2 and andgq is the initial condition of the network in the form of
K»(2) = 1. Then user 3, 4, antiform the access set and usethe distribution oin(l)(l) (I = 1,2, i = 1,...,M), the
2 remains in the waiting room. The three users in the access aetess setsd(1),...,.A(t — 1), and the channel outcomes
transmit their packets (if any) generated before their enteridg(1), ..., F(¢t — 1). The criterion we use for determinirfg(t)
the service room. At the end of this slot, suppose that the cemd ¢ is to maximize the per-slot throughput under a set of
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delay constraints. Specifically, l&t(¢) denote the number of successfully received packets in sfoLet S, (¢) be the number
successfully transmitted packets in gldt is a random variable of successfully received packets from group 1 in ¢ldsince
whose distribution conditioned dffy, ;) depends ovA(t) and K(t) = ng [as shown in (15)] for any atp = 1 andq is
the channel MPR matriC. The problem of determining’(¢) independent of, {S(¢)}2,, {S1(t)}2,, and{K;(¢)}2, are
andq can then be formulated as independent and identically distributed (i.i.d.) sequences. Thus,
we have, ap = 1
{0, K(0)} = arg_max By, ,[S()K(t) =
T E[S(t)] = E[S1(t)] = Ti(1 E[K1i(t)] = 18

subject 10D (1) — d, ag  PBS@OI=n BS0)=T:0), B0 =m0 (18)

where the last equation follows from the fact tié{(¢) obeys

whereb?I[O‘H] [S.(t).] is. a shorthand foi[S (#) | 1jo,1—1y)- This a binomial distribution with trials and a success probability
constrained optimization problem can be decoupled into tw

Bunder the condition oM, > [ = 1,2). Furthermore, for
steps. We first choosgso that the delay constraibt; (1) = d; a 1 2 mo 2) '

is satisfied. Then withy determined h any0 < s, < 0, We have
| ISt . wi h] ineq, ¢ OOSK(i) or eacht y U "
us

so thatEp, , [S(t)] is maximized. This decoupling is based E[S1(t)|K1(t) = u,S(t) = s] = — (19)
on the fact that the maximization @, , ,,[S(¢)] atp = 1is o
independent of the delay constraint as indicated by the followimghich follows from the results for the classic problem of
proposition. “drawing without replacement,” where we have totgl balls
Proposition 2: For any set of delay constraints that satisfiesamong whichu are black andig — « are white, andS; (¢) is
(7), we have, ap = 1 the number of black balls we get after totadraws without
« P21 K(t)=ng maximizesEy, , [S(t)] for anyt. replacement. Averaging over all the realizationskaf(¢) and

« P2.2 T(1) = n, whereT'(1) is the network throughput S(¢), and considering the independence betwéarit) and
(defined as the expected number of successfully tran$tt), we get

mitted packets in one slot) provided by the MQSR pro- 1
tocol atp = 1. E[S:1(1)] Zn—OE[Kl(t)S(t)]
Proof: At p = 1, every user has a packet to transmit at the 1
beginning of each slot. We thus have, for any :n—OE[Kl(t)]E[S(t)]
— are =qr (20)
K(t) =arg B Ey,,_,[S®)] _ _
—arg  max Cge which, along with (18), leads to
K(t)=1,...,
i.e., K(t) = ng for eacht. SinceC,, = 1, we have Combining with (9), we have
T(1) =n. (16) Dy(1) = % (22)

" S . To ensureD; (1) = dy, q should be determined by (17)1000
Proposition 2 shows the optimality in terms of channel uti- When the condition oM; > no (I = 1,2) is violated, K (¢)

lization of the MQ.SR protocol g = 1. It also demonstrates iven K (t) = no no longer has a binomial distribution and the
that the optimal sizé (¢) of thg access set and the throgghp st equality in (18) does not hold. However, from the distribu-
T(1) of the whole ne;work are mdepen_den'qcﬂt_p - 1'_Wh'Ch tion given in (11) and (12), the expectation &f (¢) atp = 1
enables the decoupling of the constrained optimization problecrgn still be obtained as a function @f With the same deriva-

given in (14). As shown in Section V-8, by controlling the 4, 55 given in the proof of Proposition 3, we obtaias the

average percentage of users from the first group in the acCes tion to
set, determines the allocation of channel capacity between these M
two groups, which, in turn, determines the packet delay of each E[K1(t)|K(t) = no] = oM

— (23)
group atp = 1. din

B. Determination of; C. Determination ofP(t) and k(t + 1)

We now consider the problem of determiningso that the  we now consider the two parameters to be designed on line.
delay constrainD; (1) = d, is satisfied. At the end of slot, the central controller first determines, based
Proposition 3: Suppose thad/; > no (I = 1,2). To satisfy on the channel outcome of slatthe setP(t) of users that are
the delay constrainb; (1) = di, the parametey in the MQSR  processed in this slot. It then rearranges the order of users by
protocol is given by moving processed users to the end of their queues and unpro-
M, cessed ones to the head of their waiting rooms. Thef§ize-1)
= (17)  of access set for slat+ 1 is then chosen anél (¢ + 1) users
1 are selected from two groups with a biased coin. Before we get
Proof: Recall thatK; (¢) denote the number of users frominto the formal derivation of computing(¢) andK (¢t + 1), we
group 1 who access the channel in $lahdS(¢) the number of present a simple example to provide insights to the basic idea.
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1) Example: Consider a network with two user3{ = 2). At the end of this slot, assume that the central controller ob-
Each user with probability = 1/2 independently generatesserves a nonempty slot without success. Based on this observa-
a packet at the beginning of each slot. A noisy channel witton, we need to decide which user or users are processed. Recall
capture effect is considered with channel reception m&frix that a user is processed in a particular slot if its packet is suc-

11 cessfully received in that slot or the central controller detects
C= <Clv° O ) = <g 2 ) (24) that it does not have a packet eligible for transmission (i.e., it
C20 Ca1 Cop 110 enters the service room with an empty buffer). Specifically, let
We then have t* denote the time instance when the packets successfully trans-
1 1 1 mitted in slott have been removed from their buffer at the end
C1= Co=~, n= no = 1. (25) of slott. We have

2’ 4 2’
Assume that user 1 requires its average packet delay at ig) = {L :1<i < Ni(1), Br, XV (1)) = 0}

heaviest traffic load to be no larger thand (= 3) while the R , @)+

delay requirement of usdris such that (7) holds, i.eM; = U {Z 1< i < No(t), B, [X7(87)] = 0} (31)

M, = 1. Based on the delay requirement of user 1, we Comp%ereNl

from (17) as (t) is the number of users from tlith group that are
q

inside the service room (either in the access set or in the waiting
M, 2 room) in slott. In our case, we havd; (1) = No(1) = 1. To
= 0m 3 (26) evaluateFr, (X(1+)], we need to compute the distribution
of Xi(l)(ﬁ) from the distribution oin(l)(l) and the channel
outcomeF'(1). Thougthl)(l) andeQ)(l) are independent,
P[X{l)(l) =1] = Z, P[X{”(l) =1]= % 27) these two us.ers’ states condltlpnedlﬁ(i) becqme correlated
after accessing the channel simultaneously in slot 1. To fully
with Xl(l) (1) anXm(Q) (1) being independent. We are now read§‘_”‘pt_ure _the infor(rlr;ation provid(g;:i (1), we compute the joint
to carry out the MQSR protocol. distribution of X; /(1%) and X;”/(17). Let
Atthe beginning of the first slof{ (1) needs to be determined
based on the initial conditiofy of the network. From (14), we
have P [X{”a) =0,X?(1) = 1} C1o

The initial conditionI, of the network is assumed to be

PIF(] =P [X{V(1) = 1, X{ (1) = 0] 1,0

K (1) = arg max By, [S(1)|K(1) = k] (28) +P XV = 1,xP1) =1] 2o (32)

where we have decoupled the delay constraint from teé€note the total probability that(1) occurs. We have, based on
maximization based on Propositon 2. We now compuféayes’ theorem

Er,[S(1)|K(1) = k] for all possiblek’s to determineK (1). (D) g4y @)/ nl
First, consideft = 1. With probabilityq = 2/3, the user who Pro.n [Xl (17) = 0,X,7(17) = 0] =0
gains access to the channel in slot 1 is uselr 1. On the condition Pr,., [Xl(l)(ﬁ) _ 1,X§2)(1+) — O]
that user 1 is selected, with probabiIiBI[Xl( ) = 1] = 3/4, ‘
it ha§ a packet to transmit. Taking into account the case when P [Xfl)(l) = 1,X1(2>(1) = 0} Cio 6
userl gains access to the channel, we have = PIF(D)] =17
Er[SMIK(1) = 1] = (aPIX{V(1) = 1] Pr,, [X00) = 0,xP(14) = 1]
+(1 - g PIXP (1) = 1]) ¢ PIxPM) =0.xPa)=1]co
1 - P[F(1)] T 7

EE (29) M (@)
. Pro [X00H) = 1,xP (1) =1]
Similarly, for k = 2, we have
(1) @) r [Xfl)(l) =LY = 1} G0 _ 9
Er[SMIK(1) =2 = (PIX{P(1) = 1,x7 (1) = 0] = P =
+PIXV(1) =0, X7 (1) = 1]) C1 Itis easy to see that neither of these two users is processed, i.e.,
(1) 4y _ )4\ _ P(1) = ¢. Hence, both users go to the waiting room.
;P[Xl (1) =1X7(1) = 1C At the beginning of slot 2K (2) needs to be determined by
= (30) comparingFr, , [S(2)|K(2) = 1] with Fr  [S(2)|K(2) =
32 2] [see (28)]. To computé:r, ,,[S(2)|K(2) = k], we need
where we have used the independence betvwéfalﬁ(l) and the joint distribution ofol)(Q) andez)(2), which can be ob-
Xl(g)(l). SinceEp, [S(1)|K(1) = 2] > Er,[S(1)|K(1) = 1], tained from the joint distribution oKfl)(lJf) andX1(2)(1+).
we haveK (1) = 2 and both users enter the service room t@/ith the restriction that packets generated by a user inside the
access the channel. service room cannot be transmitted until the next time this user
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enters the service room, the state of a user does not change whileuser 1 who enters the service room in the first slot with an
it is inside the service room. We then have empty buffer, it has been generating packets for two slots. Hence

(1) (2 _ W+ v@ 1+
Px(N@).xP@)] = P[x{Pah.xPa)]. @93 PxP@=1]=1-a-p'=% @)
Similar to the computation o, [S(1)|K (1) = k] as given in ) o ) )
(29) and (30), we have We now summarize the insights we gain from this example.
W » The state of users at the beginning of each slot is the
Er, ,[S(2)|K(2)=1] = (qP [X1 (2) = 1} most crucial information for optimal channel accessing.
B (2) jon If this information is known to the central controller,
1 -9P [Xl (2)= 1D ¢ perfect scheduling of transmission can be performed.
=0.402 Without this information, the MQSR protocol controls
(1) (9 (2) (9 channel access based on an optimal estimate of the
Er, y[SQ)IK(2) = 2] = (P [Xl (2)=1,%7(2) = 0} state of users. At the end of slotfor eacht, the joint
+P [X{“( )=0,Xx?(2) = 1}) C distribution Py, {X,L.(l)(ﬁ), 1=1,2,i= L...,Ml}
) @) of the state of the users is updated by incorporating the
t+P [Xl (2) =1,X,7(2) = 1} C2 channel outcomd'(¢). This joint distribution serves as
=0.368. the basis for determining the processed78ét) and the

size K (t + 1) of the access set for slot- 1.
» Restricting unprocessed users within the service room
makes the state of users outside the service room in-
dependent of the state of users inside the service room
for the reason that any packet held by a user out-
side the service room has never been simultaneously
transmitted with a packet held by a user inside the ser-

ComparingEy, [S(2)|K(2) = 1] andEy, [S(2)|K(2) = 2], we
chooseK (2) to be 1. One user is then chosen to join the access
set with the priority factory. Suppose that user 1 is enabled
to access the channel in the second slot and an empty slot is
observed. Based on this channel outcome, we obtain the state of
users at the time instan@e as follows:

Pr, [X(l)(2+) 0, XP(2+) = 0} =0 vice room. This independence enables us to compute
" o Pro._, {Xf”(t)./ I=1,2,i=1,...,M,} from the
[X (2%) =1Xx7(2%) = 0} =0 conditional joint distribution of the state of users inside
1) 2 the service room and the marginal distribution of the
[X( @ =0, X( )<2+) 1} =1 state of users outside the servigc]:e room. Thus, only the
[X(l 2t =1,xP @) = 1} —0. conditional joint distribution of the state of users inside

the service room needs to be updated at the beginning of
Note that after optimally exploiting the information pro- each slot.

vided by F(1) and F(2), the state of each user at the end « Restraining users inside the service room from transmit-
of slot 2 is completely known to the central controller. Since  ting packets generated during their current visit to the ser-
Er, . [Xfl)(2+) = 0, we haveP(2) = {1}; user 1 leaves vice room prevents their states from changing while we

the service room and goes to its queue. are updating their conditional joint distribution. This sig-

We now need to compute the joint distribution of the state  nificantly reduces the computational complexity. Further-

of users at the beginning of slot 3 (after new packet genera- More, this time control imposed on packets being eligible
tion), based on whicli (3) can be obtained. Note thé(tl(l)(3) for transmission and the circular movement of users in the

queues ensure fair channel access and prevent the situation
where a user who keeps generating new packets seizes the
channel.

@) (2) yot 2) Determination ofP(¢): As discussed in Section V-C1,

P [X1 (3) = 1] =P [X1 (2%) = 1} =1 (34) pP(1) is determined by computing the joint distribution of

anXm(z)(B) are independent. Their joint distribution can be ob-
tained from their marginals. First, consider usavho is inside
the service room. We have

PO =al 1=1,2,i= 1., Ni(0) } 1T ]

P [{X“)(#) =20 1=1,2i=1,... Nt )} (t)|A(t),I[0,t_1]]

- PIF(OIA®D, Toe—]
0, if (") # 0 for anyi < K;(t)

P{xO()=2", 1=1,2, i=1,,Ni(#) } [ T10..— )] _
. ’ : 36
> PUXD ()=, =12, i=1, . Ne()} | Tro 41— otherwise (36)

{zg’):o Vi< (0}
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X,fl)(t*) (I = 1,2,i = 1,...,N;(t)) from the joint distri- tribution of {Xf”(t +1),1=1,2,i=1,...,M;; by classi-
bution of X "(t) and the channel outcomg&(t). If slot ¢ fying users into two sets: users inside the service room and users
is empty, we have, from Bayes’ theorem, (36), shown afaiting in the queues at the beginning of siot 1.
the bottom of the prewous page. If, on the other hand, slot\e first consider users inside the service room at the begin-
t is nonempty ands packets from theth user of thelth ning of slot¢ + 1. Recall thatV;(¢) denotes the number of
group are successfully received at the end of glothen users from thdth group that are inside the service room in
for 0 < a:,gl) <1- sgl) (I = 1,2, 4 = 1,...,Ni(t)), slottanda,(t) the number of unprocessed users from ithe
we have (37), shown at the bottom of the page, whegeoup in slott (without loss of generality, we assume these un-
= 2 RO (04 SU)) ands = Y2 KM (O processed users are the first(t) of the N(t) users). These
are, respectively, ihe total number of packets transmitted agProcessed users in siowill remain in the service room in
the total number of packets successfully received inslot ~ Sl0tt + 1. Since packets generated by them at the beginning of
3) Determination o (¢ +1): Asshownin (14)K(t+1) slot¢ + 1 cannot be transml(tlt)ed until the ne(l>§t time they enter
is obtained by maximizingg;,, , [S(¢ + 1)] with ¢ determined the service room, we hav¥; (¢ + 1) = X; (") for | =
by (17), i.e. 1,2,7 =1,...,a(t). Hence, the conditional joint distribution
of {Xf”(t +1),1=1,2,i=1,.. .,al(t)} can be easily ob-
K(t+1) = arg (Jmax Epg [S(t+DIK(E+1) = k] (38)  tained from the conditional joint distribution {)ﬂ(f”(t*)./ l=
o 1,2, i = 1,...,Ni(t)} given by (36) and (37) by summing

whereEp, , [S(t + 1)|K(t + 1) = k] is given by over all possible values taken by’ (t+) (I = 1,2, i =
ai(t)+1,...,Ni(t)). See (42), shown at the bottom of the page.
Er, [S(t+1)|K(t+1) =k We now consider users waiting in the queues at the beginning
(kM) of slot £ + 1. The marginal distribution o " (t + 1) (I =
k1=max(0,k—M>) l (1 _ p)Y’Vi(l)(t-l—l)’ ifr=0
(39) P |:XZ( )(t + 1) — lj| = 1— (1 _ p)‘,,Vi(I)(tJ’,l)7 |f v =1
By [SE+ DK (E+1) =k, Ko(t+1) =k — ki] 0, otherwise
(40) (43)

whereW, l)(t +1)=t+1- (l) with 7( ) defined as the index
of the sIot in which theith user in thelth group last entered
the service room or the index of the slot in which this user last
_ _ successfully transmitted a packet, whichever is larger.
Bro o [SE+DIEL(t+1) = k1, Ka(t+1) =k — k] By the independence of traffic ge?eration among all users,
k ky k—ky .. .. . )
the conditional joint distribution off X" (¢ + 1),/ =1,2
=Y C,P xDi+1)+ XD+ 1) =nlloal. i : ,2,
7;1 ' ; i ) Z i )= o i=1,...,M} is obtained as the product of the conditional
(41) joint distribution of {X,f”(t F1),0=1,2i=1,.. .,al(t)}

) " b—ts —(2) given in (42) and the marginal distribution ﬁfi(l)(t + (=
ToobtainP| " 1, X,V (t+1)+> ' X7 (t+ l)znll[o,t]] 1,2, = ay(t) + 1,..., M(t)) given in (43). With this joint
for all possiblek andk;l, we compute the conditional joint dis- distribution Er, [S( 1)|K(t + 1) = k] can be computed

with

P [{X}”(ﬁ) =20 1=12,i=1,... N(t)} |I[0,t]]
Gssn CasP [{Xfl)( J=a+sli=120 =1, "Nl(t)} |I[°’t_1]]

2 (S'(z ©G=sn C=sP [{Xi(l)(t) =a 4 1=1,2,i=1,... ,Nz(t)} |I[0,t—1]j|
{o<aP <150, 1=1,2, i=1,...Ni(1) }

(37)

P [{X}”(H D=z, 1=12 i= 1,...,al(t)} |I[0,t]]
_ 3 P [{Xf”(#) =20 1=1,2,i=1,... ,N,(t)} |1[0,t]] : (42)

{zgl),m?),i,}'ep(t)}
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The Multi-Queue Service Room Protocol

Initialization:

1. Choose g as given in (17).

2. Obtain K (1) by maximizing E[S(1)] given the initial condition of the network.

3. Determine A(1) by choosing K;(1) and K(1).

4. Set Ni(1) = K;(1) for 1 =1, 2.

5. Obtain P{X,-(l)(l),l =1,2,i=1,---,N/(1)} based on the initial condition of the network.
Inslott (¢t >1):

1. Users in A(t) access the channel.

2. At the end of slot ¢, compute PI[OJ]{Xi(l)(t‘L),l =1,2,i=1,---,N(t)} as given in (36) or
(37).

3. obtain P(t) by evaluating Er, ,[X(t1)] (1 =1,2,i=1,---, K (t)).

4. compute PI[O,t]{X,‘(l)(t +1),0=1,2,i=1,---,(t)} as given in (42).

5. Compute the marginal of XV (t +1) (I =1,2,i = ay(t) + 1,---, M;) as given in (43).

6. Obtain K(t + 1) by solving (38).

7. Determine A(t + 1) by choosing K;(t + 1) and K,(t + 1).

8. Set N;(t + 1) = max(K;(t + 1), oy(t + 1)).

9. Obtain Pp, {XP(t+1),1=1,2,i=1,---,Ni(t + 1)}.

10. Sett =t 4 1.

Fig. 4. MQSR protocol.

for all possiblek and the optimal sizé((¢ + 1) of the access The URN scheme was originally proposed for the conven-
set can be determined. tional collision channel. Given the total number of active users
Up to now, all parameters in the MQSR protocol have bednsers with packet to transmit) at the beginning of $|ahis
specified. The basic procedure of the MQSR protocol is sumprotocol randomly pickgds (¢) users to access the channel in
marized in Fig. 4. slot ¢ so that the probability of having one active user in the
access set is maximized. Here, we extend the URN scheme to
networks with MPR capability, where the size of the access set
VI. SIMULATION EXAMPLES for each slot is chosen to maximize the probability of havipg

Presented in this section are simulation studies on tREtive usersinthe access set. In the simulation examples, we as-
throughput and delay performance of the proposed MQ med that the total number of active users at the beginning of
protocol in a CDMA network with/ = 10 users. The channel each slot was known in the URN scheme. The throughput of the

reception matrix is given in (6), which shows that the capacifyf @SR Protocol and the URN scheme was obtained by simula-
of this channel is 2 withy = 2. tions while that of the slotted ALOHA was a theoretical result

obtained by analyzing its Markov chain representation. At each
tested traffic load, the throughput of slotted ALOHA with all
possible retransmission probability (from 0 to 1 with a grid of
0.05) was analyzed and the maximum was chosen as its perfor-
We first consider the scenario of homogeneous QoS requireance at that traffic load.
ment(L = 1) and compare the performance of the proposed As shown in Fig. 5, the MQSR protocol achieved significant
MQSR protocol with that of the URN scheme [17] and th@émprovement in throughput over the slotted ALOHA with
slotted ALOHA with optimal retransmission probability. Asoptimal retransmission probability. As compared to the URN
shown in [15], for a network model specified in Section llscheme, the MQSR protocol performed better for> 0.2
the performance measures—throughput, delay, and paciet slightly worse fop < 0.1. The reason for this lies in the
drop rate—are equivalent. A higher throughput implies fact that the knowledge of the number of active users at the
smaller delay and a smaller packet drop rate. In this simulatibeginning of each slot was assumed by the URN scheme. At
example, we use throughput as our measure to evaluate Itgbt traffic load withp < 0.2, the probability of having no
performance of the MQSR protocol. more thanny = 2 active users in the network at the beginning

A. Performance Comparison Under Homogeneous Delay
Constraints
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Fig. 5. Throughput comparison. Fig. 6. Delay performance of the MQSR protocopat 1.

. . b VII. CONCLUSION
of each slot is large. For example, this probability is no less

thanY>? , B(10,0.1,i) = 0.9298 atp = 0.1. When the total ~ In this paper, we have proposed a MQSR MAC protocol de-
number of active users is no more thag the knowledge of signed explicitly for multiaccess networks with MPR capability.
the number of active users is equivalent to the knowledge By optimally exploiting all available information up to the cur-
each user's state, in the sense that both lead to the optifilt slot, the proposed MQSR protocol dynamically controls
(in terms of per-slot throughput) decisidti(t) = M. Hence, the size of the access set according to the traffic load and the
with large probability, the URN scheme at light traffic loadchannel MPR capability so that the expected number of suc-
maximizes the per-slot throughput with the knowledge of eagigssfully transmitted packets is maximized under a set of het-
user's state while the MQSR protocol does so without th@fogeneous delay constraints. As a consequence, the channel
knowledge. It then becomes clear why the MQSR protocbPR capability is efficiently exploited and the channel capacity
performed worse than the URN scheme at light traffic loaés achieved at heavy traffic load.
Actually, a close performance to that of the URN scheme atA heuristic analysis on the packet delay provided by the
light traffic load demonstrates the MQSR protocol’s capabilitylQSR protocol at any traffic load is given in Appendix B.
of fully exploiting the information provided by the channeMhile deriving an upper bound on the packet delay, we provide
outcomes. At moderate and heavy traffic load, even with tiisights into the behavior of the MQSR protocol and answer
knowledge of the total number of active users at the beginnifftg question whether it is possible that a user stays in the
of each slot, the URN scheme yielded a performance inferiggrvice room for an infinitely long period. Upper bounds on the
to that of the MQSR protocol. This indicates that instead of txpected number of slots that an active user (a user who enters
total number of active users, the joint distribution of all userghe service room with a packet) and an idle user (a user who
state conditioned on all previous channel outcomes sho@gters the service room without packet) spend in the service
be defined as the network state for designing optimal accé@9m during one visit are obtained.
control schemes.

Fig. 5 also shows that the MQSR protocol and the URN APPENDIX A
scheme achieved the channel capacity at heavy traffic load,
as expected. Note that the MQSR protocol already achievid Proof of (8)
the capacity at moderate traffic lo@ad= 0.5, while the URN Here, we abbreviat&(p) to 7;. The same applies tb;(p).
scheme did so gt = 1. Let B, denote the expected number of backlogged users in
thelth group, where a user is backlogged if its buffer is unable
to accept an arriving packet. LA} denote the expected number
of packets held by users in tlih group. By noting that a user

We now consider the case 6f= 2, M; = M, = 5, where With a buffered packet is only backlogged if it is unable to suc-
users of the first group require their packet defayatp = 1to ~ cessfully transmit this packet, we have
be no larger thad; . We considered different delay requirement Ni= B+ T (44)
of the first group, as illustrated by asterisks in Fig. 6. The cor- PP

responding; was obtained by (17). The simulated delay of thgince under equilibrium conditions, the expected number of
first group was indicated by the solid line in Fig. 6. The circlegyccessfully transmitted packets in one slot equals to the ex-

and dashed line indicate, respectively, the calculated delay Mted number of packets generated by unback'ogged users, we
simulated delay of the second group for a giyefig. 6 shows Rhave

that the delay requirement of the first group was satisfied for the
choice ofg given in (17). T, = p(M, — By). (45)

B. Performance Under Heterogeneous Delay Constraints
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Solving for B; from (45) and substituting into (44), we get  inside the service room. Witf¥,, ;, > 0 forn =1,..., M and

_ T 5 k =0,...,n,theidle Uol can only leave the service room after
Ni=T+ M — P’ (46) itis involved in an empty slot, which can only happen after these
From Little’s Theorem, we also have j active users are processed.'Hence, after at panstslots on
N, the average, there are no active users before the Uol. We have
D, = T (47)  a situation where there ate— 1 (k > 1) idle users before the

Equation (8) then follows by substituting (46) into (4700 Uol and totak — 1 (i > 1) idle users in the access set with the
Uol. Let £ 7-0’) denote the average number of slots from the
APPENDIX B time instant that this situation occurs to the time instant that the

Uol is processed. We then have, with< M — 1

A. Analysis of Packet Delay M1 £ Lo £4
< - .

Here, we give an upper bound of the packet delay provided ma < ( yma + i:qf?.},(M [TO } (54)
by the MQSR protocol at any traffic load under the equilibriu

(4) ;= i
condition. The case df = 1 and an MPR channel witf,, ;, >0 TNe now boundE [TO } fori = 1,...,M. Itis clear that

forn =1,...,M andk = 0,...,nis considered. E |78 = 1. Suppose that the Uol is the first user in the ac-
At p = 1, we readily have, from (9) and Proposition 2 cess set. In this case, the Uol is processed when the first empty
D(1) = % (48) slot occurs. Thus, the worst case ﬁéf) is that no empty slots

occur until the number of idle users in the access set reddhes
We now provide an upper bound dn(p) for p € (0,1). For LetFE [5(0] denote the average number of slots needed for the
simplicity, we abbreviaté) (p) to D. number of idle users in the access set increasing frtom + 1
Let E[r] denote the average number of slots a user staysgiven that no empty slot occurs. We have

the service room during one visit. Since in any slot, there is at (i) ) (i+1)
least one user inside the service room, we have E [TO ] <E [5 } +E [TO }
M—-1
D < ME[T] (49) . < Z B |:£( ):| B |:T(M)]
In order to boundE[7], we consider two cases: the user of in- -
terest (Uol) is active (it enters the service room with a packet) M-1
oritis idle (it enters the service room without a packet). Define = Z E [g(r)} +1. (55)
my = E[r | the Uol is active, my = E[r | the Uol is idlg. r=i

(50) Now consider the general case where the Uol iskte(k =
We now derive upper bounds em; andms. 1,...,1)idle user in the access set. In this case, the worst situa-
Case 1. The Uol is Activelet E[r4] denote the averagetion, which involves only the first user in the access setrgb?r
number of slots that an active user stays in the access set dufnghatk — 1 empty slotsoccur before the number of idle users
one visit to the service room. Sindé(t) > 1 for anyt, and in the access set reachks Thus, withk < 4, we have

an idle user, besides slots during which it stays in the access set M1
with other active users, can only stay in the access set alone for B [Téi)} <i Z E |:€(T):| +1. (56)
at most one slot, we have =
m1 < ME[7a]. (51) Now consider the user, denoted User A, who will be the-
We now bound[r4] as follows. 1)th idle user in the access set. Given that User A becomes the
oo (¢ 4+ 1)th idle user at its:th visit to the service room& 3%
Elra]l =) Plra > n] denotes the average number of slots untilrits visit to the
n=1

service room. Lep,, be the probability that it is theth visit

< Z P [in each of(n — 1) slots, not all transmitted to the service room that USiLA becomes idle. We then have
n;1 packets are suic_?ssfully receied E [g(i)] _ Z E [Egi)] . (57)
S Z <1 — min ) Cu) n':l
=l =t M We now need to bound ¢ | andp,. Let E[H] denote the
_ 1 . (52) average duration of the period between two consecutive visits
min;—q,.. v Ci1 by User A to the service room among the firsvisits. Then
Note thatC; ; > 0 for all [, a consequence of the condition that .

’ < _
Cpor>0forn=1,...,Mandk =0,...,n. Thus, from (51) E[H] < (M = d)m (58)
and (52), we have which follows from the fact that all thé/ — i users are active

M during any visit to the service room before théh visit of

m

~ ming—, mCry (53) User A. We can then boun#d [f,(f)} as follows:

Case 2: The Uol is Idle:Suppose that when the Uol enters 0 '
the service room, there are, beforejit(; > 0) active users E [fn‘ } <n(M —i)m;. (59)
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It can be shown, with the help of Jensen’s Inequality, thais [16] S. Kim and J. Yeo, “Optimal scheduling in CDMA pakcet radio net-

upper bounded by works,” Comput. Oper. Resvol. 25, pp. 219-227, Mar. 1998. '
et [17] L. Kleinrock and Y. Yemini, “An optimal adaptive scheme for multiple
(1 o \(M=i)my | access broadcast communication,Piroc. Int. Conf. Communications
Pn < (1 (1-p) ) : (60) June 1978, pp. 7.2.1-7.2.5.

. M—i [18] D.F. Lyons and P. Papantoni-Kazakos, “A window random-access algo-
Smce(l - (1 - p)( Z)ml) < 1, we have, from (57) rithm for environments with capture|EEE Trans. Communvol. 37,

oo ne1 pp. 766770, July 1989.
E [50)} <(M —i)ymy Z n (1 - )(M—L)”h) [19] J. J. Metzner, “On improving utilization in ALOHA networks|EEE
- — Trans. Communvol. COM-24, pp. 447-448, Apr. 1976.
. n=1 [20] M. Paterakis and P. Papantoni-Kazakos, “A simple window random-
(M - z)m1 (61) access algorithm with advantageous propertidSEE Trans. Inform.

- (1 _ p)2(M—i)m1 ' Theory vol. 35, pp. 1124-1130, Sept. 1989.
[21] L. G. Roberts, ALOHA packet system with and without slots and cap-
Thus, from (56) and (61), we have ture, inASS Note SStanford Res. Inst., Adv. Res. Projects Agency, Net-
M-1 work Inform. Ctr., Stanford, CA, 1972.
(i —T ml [22] F. Shad, T. D. Todd, V. Kezys, and J. Litva, “Dynamic slot allocation
E [ ] <144 Z 1 _ 2(M r)my (62) (DSA) in indoor SDMA/TDMA using a smart antenna basestation,”
IEEE/ACM Trans. Networkingrol. 9, pp. 69-81, Feb. 2001.
With (54)' we then have [23] M. Sidiand I. Cidon, “Splitting protocols in presence of captutEEE
Trans. Inform. Theoryvol. IT-31, pp. 295-301, Mar. 1985.
) (M —r)my [24] C.VanderplasandJ.P. M. Linnartz, “Stability of mobile slotted ALOHA
my <1+ (M - 1)m1 + HlaX 1 Z T 2 =rymy network with Rayleigh fading, shadowing, and near-far effelfEE
(1-p) ! Trans. Veh. Technolvol. 39, pp. 359366, Nov. 1990.

(63) [25] B. Yucel and H. Delic, “Mobile radio window random-access algorithm
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of D. [26] Q.Zhao and L. Tong, “Semi-blind collision resolution in random-access
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